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“We are not talking about a confirmation of an established theory, but about opening
a door into an unknown and unexplored world.”

Gian Giudice
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Abstract
Search for baryon and lepton number violation

in heavy baryon decays and the background studies for exotic searches

The thesis describes searches for baryon and lepton number violation in
Xb → K−µ+ (Xb = Λb, Ξ

0
b ) decays. The study is performed in the LHCb

experiment using data sample corresponding to an integrated luminosity of
3.0 fb−1 of proton-proton collisions at the centre-of-mass energy of 7 TeV
(8 TeV), collected in 2011 (2012), respectively. No statistically significant signal of
the decays in question has been found. As a result, the upper limits have been set:
B(Λb → K−µ+) < 3.6 × 10−9 and B(Ξ0

b → K−µ+) < 1.8 × 10−8 at the 95%
confidence level.

The second part of the thesis presents the background studies for exotic
searches. The measurement of σ(bb) and σ(cc) production cross-sections with
b − (c−) hadron inclusive final states has been performed with data collected
by the LHCb experiment in 2010 in proton-proton collisions at the centre-of-
mass energy of 7 TeV. The author of this thesis has prepared the interface
to the Next-To-Leading-Order POWHEG simulation framework into the LHCb
software chain. All the kinematic characteristics of the hadron production
in proton-proton collisions have been studied. The resulting angular and
momentum correlations indicate a possible contribution from other mechanisms
of bb production than the flavour creation, mainly the gluon splitting.
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Streszczenie

Poszukiwanie łamania liczby barionowej i leptonowej w rozpadach
ciężkich barionów oraz badanie tła dla poszukiwań długożyciowych cząstek

egzotycznych

W rozprawie doktorskiej przedstawiono wyniki poszukiwań rozpadu
Xb → K−µ+ (Xb = Λb, Ξ

0
b ) łamiącego zachowanie liczby barionowej

i leptonowej. Badania przeprowadzono w ramach współpracy LHCb przy
użyciu próbki danych odpowiadającej scałkowanej świetlności 3.0 fb−1,
zebranej w zderzeniach proton-proton przy energii w układzie środka masy
wynoszącej 7 TeV (8 TeV), dla okresu zbierania danych odpowiednio w roku
2011 (2012). Nie zaobserwowano znaczącego statystycznie sygnału
pochodzącego od badanego rozpadu. Wyznaczono górną granicę częstości
jego występowania jako B(Λb → K−µ+) < 3.6 × 10−9 oraz B(Ξ0

b → K−µ+) <
1.8× 10−8 na poziomie ufności wynoszącym 95%.

W rozprawie przedstawiono również badania tła dla poszukiwań
długożyciowych cząstek egzotycznych. Opisano pomiar przekrojów
czynnych na produkcję par bb i cc z użyciem inkluzywnych hadronów pięknych
(powabnych) w stanie końcowym, przy wykorzystaniu próbki danych
zebranej w eksperymencie LHCb w roku 2010 w zderzeniach proton-proton przy
energii w układzie środka masy wynoszącej 7 TeV. Autor niniejszej dysertacji
opracował interfejs do symulacji przypadków z użyciem wyższych rzędów
rachunku zaburzeń w oparciu o metodę POWHEG. Przedstawiono
charakterystyki kinematyczne dla produkcji hadronów w zderzeniach proton-
proton. Widoczne korelacje kątowe oraz pędowe podkreślają możliwe
dodatkowe przyczynki do produkcji bb, głównie od procesów typu rozszepienie
gluonu (ang. gluon splitting).
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Chapter 1

Introduction

The Standard Model (SM) of particle physics describes the fundamental
particles and their interactions. It was formulated in the 1960-1970s, and since
then this theory has been remarkably successful at predicting the behaviour
of elementary particles, including the discovery of the Higgs boson. However,
there are several phenomena reflected in experimental observations that cannot
be explained by the Standard Model. Its limitations have led to extensive studies
of extended theories, commonly labelled as the physics Beyond the Standard
Model (BSM).

The conservation of baryon and lepton numbers has been checked up to
a high precision. The stability of ordinary matter is attributed to the conservation
of baryon number, as it ensures that the basic building block of an atomic nucleus,
the proton, does not decay. The half-life of the proton is estimated to exceed
about 1034 years. However, some theories postulate that the baryon number
is only an approximate symmetry. If confirmed, it would have a profound
impact on our understanding of the evolution of the Universe, both in its early
history and its late-time future. Baryon number violation (BNV) is an essential
ingredient in the creation of an asymmetry between matter and antimatter
observed in the present Universe.

The studies performed in this thesis are devoted to the search for the lepton
and baryon number violating decay Xb → K−µ+ (Xb = Λb, Ξ

0
b )1 and have been

performed in a model independent way within the LHCb collaboration. That
kind of search has a strong motivation owing to the fact that we observe a strong
matter-antimatter asymmetry in our Universe which can be explained by the
existence of processes that violate the baryon number in combination with a CP
violation. The presented search for baryon- and lepton-number violating decays
of heavy baryons provides a way to constrain couplings of such interactions
to the beauty quark. The violation of baryon number is expected to happen in
a vast category of BSM models. In particular the R-parity non-conservation
can be considered. Here, the studies of such models interplay with searches for
exotic particles decaying into Standard Model particles.

The experimental signature of massive long-lived exotic particles
production are displaced vertices related to quarks that these particles are
decaying into. However, similar signature may also originate from heavy quarks
produced in the Standard Model processes like e.g. pp → bbX . Hence, for the

1 Throughout this thesis, whenever a decay mode is given, the charge conjugate is also
implied.

1



2 Chapter 1. Introduction

exotica related searches, an important issue is to explore and understand the
above mentioned Standard Model background. This dissertation, among others
dedicated to the measurement of bb and cc production cross sections with
inclusive final states, incorporates more detailed background characteristics. For
this purpose an additional Monte Carlo generator, the so-called POWHEG-BOX,
has been incorporated into the framework of the LHCb software by the Author
of this dissertation. This made it possible to handle Next-to-Leading Order
(NLO) accuracy for the bb production cross section within LHCb event simula-
tion.

The dissertation is organized as follows: Chapter 2 describes the theoretical
foundations of the Standard Model as well as the BSM models. In addition,
it provides a description of the basic idea behind NLO calculations and MC
event generators.

Chapter 3 introduces previous experimental results, including constraints on
BNV and LNV and σ(bb) measurements in hadronic collisions.

Chapter 4 describes the experimental apparatus of the LHCb detector.
Special attention is given to subdetectors that are of particular importance to
this analysis.

The results of data analysis in search for the decay Xb → K−µ+ are presented
in Chapter 5. First, the chapter discusses the event selection requirements and
signal classification. Next, a calibration of the multivariate classifier responses
to the data together with the optimization of the full selection are described.
In the following parts of this chapter the studies on control channels handling
MC/data discrepancies and the verification of the signal selection are discussed.
Finally, the background estimation is performed and in view of the lack of
observation of the decay in question, a limit on the respective branching fraction
is computed, being normalized to the decay with a known branching fraction.

Chapter 6 describes the background studies for exotic decays. First,
it describes the work performed by the Author which includes the implementa-
tion of the new Monte Carlo generator into the LHCb software chain. Hereby
MC event production has been performed using the POWHEG method. Next,
the measurement of σ(bb) and σ(cc) cross-section with inclusive final states
is described, which is based on the PYTHIA and POWHEG event productions.
An essential part of the work described in this chapter is devoted to compare the
characteristics of the generated b-hadrons and reconstructed b–hadron secondary
vertices between PYTHIA and POWHEG simulations.



Chapter 2

Theoretical introduction

The story of physics is, to a large extent, the pursue of fundamental
constituents of matter. Nowadays, this search is both experimentally and
theoretically challenging. However, the success can arise from a succession
of pioneering experiments that would provide crucial hints for the theorists.
Throughout the twentieth century, the development of new sophisticated
detectors and accelerators in parallel with breakthrough theoretical ideas in
quantum field theories has led to the establishment of viable theories of electro-
magnetism as well as weak and strong forces.

This thesis is based on the experimental data which were collected during the
so-called Run 1 period of the LHC operation, when the discovery of the Higgs
boson completed the evidence for the Standard Model. It is motivated by the
fact that, in spite of overwhelming success of the SM, this theory exhibits clear
shortcomings. As a result, a vast category of new theoretical models, labelled
generally as New Physics, has been proposed. Most of these theories predict
new processes, in particular those occurring with the violation of the lepton and
baryon number. This work aims at providing experimental constraints on one
category of the above mentioned processes, encompassing the beauty baryon
decays. In addition, this work refers to the search for exotic particles using
LHCb data. In some of the models the exotic particles have non-zero lifetime
and, decaying to the quark pairs, form displaced vertices. Hence, the studies of
backgrounds to these processes are of key importance.

The structure of this chapter is the following. First, a very brief description
of the Standard Model is given. Next, the New Physics theories which are
of particular relevance for this study are briefly reviewed. Special attention
is paid to the Minimal Supersymmetric Standard Model. Finally, the calculation
of the bb production cross section is discussed, including its implementation
within MC event generators.

2.1 Standard Model of particle physics

The Standard Model of particle physics is a gauge quantum field theory
(QFT) that specifies what are, at the current level of human knowledge, the
basic particles and how they interact [1]. These fundamental blocks are fermions
of spin 1/2. The pattern of elementary fermions repeats itself three times in the
form of the so-called generations. Experimentally, three generations have been
observed. The forces (electromagnetic, weak and strong) act among building

3



4 Chapter 2. Theoretical introduction

blocks via exchange of the respective spin-one bosons. The fourth force of nature,
gravity, is so weak as to be negligible as far as the SM is concerned.

The main quantum numbers, such as electric charge (Q), total angular mo-
mentum (J) and parity (P ) are listed in Tab.2.1 and 2.2 for quarks and leptons,
respectively. The same information about gauge bosons is collected in Tab.2.3.

The lepton number L is defined as a quantum number with value +1 for
leptons, −1 for anti-leptons and 0 for all other particles. In addition, leptonic
flavour quantum numbers are defined, each associated to the individual lepton
family. These flavour quantum numbers, denoted as Lf , f = e, µ, τ , deter-
mine the total lepton number, which is the sum of three lepton flavour numbers
LTOT = Le + Lµ + Lτ .

Quarks carry also an additional quantum number, the baryonic one B = 1/3
(and B = −1/3 for anti-quarks). All others particles ( e.g. leptons, gauge bosons,
etc.) have B = 0. Thus, all baryons (anti-baryons), which are composed of three
quarks (anti-quarks), are characterized by B = 1 (B = −1), respectively.

TABLE 2.1: Characteristics of quarks [1].

Generation Name Q/|e| I(JP ) Mass [ MeV/c2 ]
1st u (up) +2

3
1
2
(1
2

+
) 2.3+0.7

−0.5
d (down) −1

3
1
2
(1
2

+
) 4.8+0.5

−0.3
2nd c (charm) +2

3
0(1

2

+
) 1, 275± 25

s (strange) −1
3

0(1
2

+
) 95± 5

3rd t (top) +2
3

0(1
2

+
) 173, 210± 510± 710

b (bottom) −1
3

0(1
2

+
) 4, 180± 30

TABLE 2.2: Characteristics of leptons [1].

Generation Name Q/|e| JP Mass [ MeV/c2 ]
1st e (electron) −1 1

2

+
0.510998928± 0.000000011

νe 0 1
2

0SM

2nd µ (muon) −1 1
2

+
105.6583715± 0.0000035

νµ 0 1
2

0SM

3rd τ (tau) −1 1
2

+
1776.86± 0.12

ντ 0 1
2

0SM

Superscript "SM" stands for Standard Model expectation.
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TABLE 2.3: Characteristics of gauge bosons [1].

Force Name Q/|e| JP Mass [ GeV/c2 ]
Electromagnetic γ (photon) 0 1− 0
Weak W± ±1 1 80.385± 0.015

Z0 0 1 91.1876± 0.0021
Strong g (gluon) 0 1− 0

H0 (Higgs) 0 0 125.09± 0.21± 0.11

The strength of individual fundamental interactions is characterized by the
dimensionless gauge coupling parameters. The one which characterizes the
electromagnetic force, the so-called fine structure constant, amounts to α ≈ 1/137.
The value of the respective coupling corresponding to strong interaction is much
larger than α. As for quark and gluon interactions, at high energies the strong
interaction coupling constant takes values close to one. Finally, the large mass
of the associated intermediate boson induces the value of the weak coupling
constant, which is much smaller in comparison with the electromagnetic one.
While typically labelled as constants, actually all these coupling strengths vary
as a function of the energy scale or momentum transfer of the particular process
looked at, as will be discussed later. This justifies the more appropriate name
"running coupling constants".

The general properties of the SM originate from the symmetries which are
captured mathematically in terms of the corresponding group structure given as
SU(3)C × SU(2)L × U(1)Y

2. Here the subscripts C, L and Y correspond to the
colour, weak isospin and hypercharge quantum numbers, respectively.

The electromagnetism is associated with the abelian symmetry group U(1)
and described by the quantum field theory called quantum electrodynamics
(QED). According to QED, all electromagnetic phenomena, in particular the
interaction of light with matter and those occurring between charged particles,
are realized via exchange of photons.

The weak interaction is, in particular, responsible for the β decay. The key
physical invariance is the lack of distinction between the neutrino and the
electron - it only "sees" a generic lepton (within a single generation). All particles
have a property called weak isospin, which plays a role of charge of the weak
interaction. Mathematically, the above mentioned invariance of the weak isospin
corresponds to the non-abelian SU(2)L symmetry group. The subscript "L"
denotes the weak isospin coupling to left-handed fermions only. The weak
interaction involves the exchange of the intermediate vector bosons, charged
W± and neutral Z0. Since these weak force mediators have non-zero mass,
( 80(91) GeV/c2 for theW (Z0), respectively), the uncertainty principle dictates an
interaction range of O(10−18m), which is about 1 h of the diameter of a proton.
The weak field quanta couple to both quarks and leptons. An interaction
mediated by W± bosons is called a Charged Current (CC), whereas when the Z0

is involved, it is called a Neutral Current (NC) process.

2× - a direct product of two groups.
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The gauge theory based on the non-abelian SU(3)C group, quantum chro-
modynamics (QCD), postulates quarks as the basic entities and the ultimate
constituents of hadrons (the bound states composed either of three quarks
(baryons) or a quark-antiquark pair (mesons)). The associated eight gauge
bosons are called gluons. The subscript "C" in the group’s name represents the
colour charge quantum number of gluons and quarks - the QCD analogue of
electric charge and weak isospin. The colour charge takes three values labelled
as red, blue and green, together with the respective anti-colours attributed to
antiquarks. Owing to the fact that gluons themselves have a colour charge, they
self-interact. This leads to the confinement phenomenon, which means that the
quarks are not observable in the nature as free particles and are hidden inside
colourless bound states of hadrons.

The strong interaction is the strongest of the four fundamental forces.
At distances comparable to the diameter of a proton, the strong interaction
between quarks is about 100 times greater than the electromagnetic one.
At smaller distances, however, the strong force between quarks becomes weaker,
and the quarks begin to behave almost like independent particles, an effect
known as asymptotic freedom.

Although weak and electromagnetic interactions appear very different at low
energies, they do share some common features. Both kinds of interactions affect
leptons and hadrons, both are mediated by particles carrying unit spin and
negative parity, and both have their own universal coupling constant that
governs the strength of the interactions. As follows, at extremely high
temperatures, such as those found in the early Universe, corresponding to
the energy scale of 100 GeV, these two forces are modelled as two different
aspects of the same interaction. Above this unification energy, they merge into
a single electroweak force described by the direct product of the SU(2) group
related to the weak isospin interactions and the U(1) group of electromagnetism.
Such a unified electroweak theory is known as the Glashow-Salam-Weinberg
(GSW) model [2, 3, 4]. This model has been proved to be renormalizable by
’t Hooft and Veltman [5].

The bosons carrying the electroweak force (W±, Z0 and γ) should be massless
as a consequence of the underlying gauge symmetry. A theoretical mechanism,
according to which the W± and Z0 acquire mass while the photon remains
massless, was proposed in 1964 [6, 7] and named the Higgs mechanism. Its essence
is the postulate of the existence of a new scalar, complex quantum field (the Higgs
field) that permeates all space. The potential associated with the Higgs field
keeps the full lagrangian of electroweak interaction renormalizable and invariant
under the SU(2)L × U(1)Y symmetry group, while the perturbations around
the vacuum (the minimum of the potential) do not preserve the symmetry.
This spontaneous breaking of the local gauge symmetry is called the Higgs
mechanism. In terms of group theory it leads to the breakdown of the symmetry
SU(2)L × U(1)Y → U(1)Q, where the subscript Q denotes the electric charge.

The Higgs field comprises a complex SU(2) doublet consisting of four real
fields. A massless gauge boson, such as the photon, has two orthogonal spin
components transverse to the direction of motion, while massive gauge bosons
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have three components, including a longitudinal one. In the electroweak theory,
the W± and the Z0 absorb three of the four degrees of freedom of the Higgs field,
thereby forming their longitudinal spin components and acquiring mass. The
remaining fourth component should be observable as a scalar particle, the Higgs
boson.

Masses of fermions are introduced in the SM by adding to the Lagrangian
a new SU(2)L×U(1)Y invariant term which describes the coupling of the Higgs
doublet to the fermion fields (the so-called Yukawa couplings).

The particle with properties compatible to the Higgs boson [6, 7] was
discovered in 2012 by the ATLAS [8] and CMS [9] experiments. Nowadays,
the ATLAS and CMS collaborations are taking physics data for Run 2, which
will allow them to study this new state in depth.

Nevertheless, there are still several questions that remain unanswered by
the SM, such as why the nature prefers matter over antimatter, and what is
the composition of dark matter and dark energy. The limitations of the SM are
discussed further in the next section.

In spite of extensive searches, up to now there is no evidence neither for
lepton nor baryon number violation. Thus, only upper limits on the branching
ratios for the B and/or L violating decays are provided. The main problem
in searches for rare phenomena is the identification and drastic reduction of
the background sources. This is described in detail in the chapter dedicated to
the study of the decay of heavy baryons Xb → K−µ+ (Xb = Λb, Ξb) in a model
independent way. The processes in question violate both the baryon and lepton
number, but conserve the difference B–L .

The SM allows for the violation of the lepton and baryon number only at
the negligible level (typically of the order of 10−50) owing to high-order virtual
effects. The observation of neutrino oscillations has proved that neutrinos
possess mass, thus yielding the first experimental evidence that the SM
is incomplete. Moreover, it has provided indisputable evidence that the separate
lepton flavour is not conserved, though the conservation of a total lepton number
is still an open question.

2.2 Limitations and extensions of the Standard
Model

At the current level of knowledge the SM offers the best description of the
known fundamental particles and the forces that govern them. Its predictions
are in good overall agreement with experimental results, reaching for some
observations the precision of the permil level. However, as it has been already
mentioned, there are observed phenomena which necessitate extension of the
SM. Giving an example of the neutrino oscillations, to accommodate them in SM
at least nine more parameters must be introduced, in addition to the 19 arbitrary
parameters which the SM already contains. Additionally, there are also several
fundamental questions which are not addressed properly, or even at all, in the
Standard Model.
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Among them is the fact that the SM does not include gravity, one of the four
fundamental forces. The model also fails to explain why the gravity is so much
weaker in comparison with the remaining three forces. This huge difference in
the strength of fundamental forces is one aspect of the hierarchy problem [1].

The hierarchy problem also refers to the wide range of masses of elementary
particles. In the table shown in the previous section, the significant differences
in the mass of leptons and quarks may be seen. In addition, the hierarchy
problem is also related to the Higgs boson mass, where the requirements on the
maximum allowed value of the Higgs boson mass from precision measurements
on weak interactions are of the order of 100 GeV/c2, which is in agreement with
the observed Higgs mass of ∼126 GeV/c2. However, if the SM is valid up to the
Planck scale of ∼1019 GeV, loop corrections in the self-coupling of the Higgs
would drive the mass towards very high values [10]. Thus, very uncomfortable
degree of fine-tuning is needed to cancel the loop corrections to achieve the
observed Higgs mass, considering only the SM particles.

Another problem of the SM is the fact that it does not describe
the observed matter-antimatter asymmetry, usually called baryon asymmetry,
which comprises one of the greatest mysteries of the universe. Baryogenesis is
a dynamical creation of a baryon asymmetry from an initially baryon-symmetric
universe. It can be explained by the existence of decays that violate the baryon
number in combination with a CP violation in these decays and the departure
from thermodynamical equilibrium. These three requirements are usually called
Sakharov’s conditions [11]. The SM provides the relevant processes to satisfy
Sakharov’s conditions. However, they lead to the matter-antimatter asymme-
try which is approximately ten orders of magnitudes too weak as compared
with experimental observations (in particular those from the cosmic microwave
background and from nucleosynthesis).

Last but not least, cosmological observations encapsulated in the so-called
concordance model3 have shown that the SM particles contribute to ≈ 4.6% of
the total energy density, with the remaining ≈ 22.9% in the form of dark matter
and another ≈ 72.5% in the form of dark energy [12]. Dark matter can interact
with the SM particles only via weak force and manifests itself mainly through
gravitational effects. Among all the particles contained in the SM, none has the
properties of dark matter (apart from a possible small admixture of neutrinos
and population of black holes similar to those detected recently by the LIGO
experiment4). Consequently, the SM does not provide a viable dark matter
candidate. Theorists have turned to extensions of the SM of particle physics in
the search for dark matter candidates, mainly in the form of weakly interacting
massive particles (WIMPs) [1].

The list of limitations of the SM allows to assume naturally that there
is a low-energy limit of more fundamental theory [15]. In addition, there is
an evidence that the strengths of the fundamental forces vary with energy in

3 The concordance model refers to the SM of cosmology with the specified contributions of
different types of matter.

4 LIGO’s discovery [13] of a gravitational wave from two merging black holes of similar
masses rekindled suggestions that primordial black holes make up the dark matter [14].
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such a way that they converge to a single value at a certain high-energy scale
of the order of 1016 GeV. This fact has allowed physicists to develop in the late
1970s the so-called Grand Unification Theories (GUT) [16], i.e. an idea that the
strong, weak and electromagnetic forces can be unified in a field theory with
a single coupling constant and a single gauge symmetry group, providing more
degrees of freedom as compared with the SM structure. Below the GUT energy
scale, the theory breaks down to the familiar SM structure through spontaneous
symmetry breaking. However, it has been proved that the strengths of the forces
do not converge exactly unless new effects come into play at higher energies.
In particular the convergence of couplings is reasonably precise in the frame-
work of the so-called supersymmetry (SUSY), which may be seen in Fig.2.1. This
dissertation refers to theoretical models arising from SUSY, which, in particular,
provide estimate for the presence of exotic decays which violate the baryon and
lepton number.

The underlying idea of SUSY is the restoration of symmetry between fermions
and bosons [17]. The irreducible representations of the SUSY algebra are called
supermultiplets. Each of them contains the same number of fermionic and bosonic
degrees of freedom, which are commonly called superpartners of SM particles.
Thus, SUSY requires that each of the known fundamental particles is paired with
a superpartner with a spin different by 1/2. In this way, the new supersymmetric
partners (spartners) for all known SM particles are introduced: quark→ squark,
lepton→ slepton, photon→ photino, Z→ Zino, W→Wino, gluon→ gluino,
Higgs→ Higgsino. There is a generic nomenclature to append a postfix "ino"
for a spin 1/2 superpartner, while for the scalar spin-0 superpartner a prefix "s"
is applied: squarks, sleptons, stau, sbottom, etc. However, no supersymmetric
particle has been observed to date. It is believed that this is because supersym-
metry is a broken symmetry, and as a result the superpartners are much heavier
than the known elementary particles.

The SUSY theory provides a natural solution to the hierarchy problem by in-
troducing additional loop corrections to the Higgs mass. Since the set of particles
is doubled, the loop corrections to the Higgs mass coming from a given SM
particle are almost exactly cancelled by the respective contributions from the
superpartners (bosonic and fermionic loops yield opposite signs here).

The GUT models generally provide new processes leading to the violation
of the baryon and lepton number (the fact of paramount importance for this
thesis).
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FIGURE 2.1: Evolution of the inverse of the three coupling constants in the SM (dashed
lines) and in the supersymmetric extension of the SM (solid lines). Figure adopted
from [17].

In view of the above facts the so-called R-parity has been introduced. Its con-
servation (or violation) is closely related the conservation (or violation) of baryon
and lepton numbers, B and L . The R-parity quantum number is defined as:

PR = (−1)3(B−L)+2S, (2.1)

where B, L and S stand for baryon, lepton and spin of the field, respectively. All
of the SM particles have even R-parity (PR = +1), while all of the super-particles
have odd R-parity (PR = −1).

Most of SUSY models assume R–parity conservation which implies that
superparticles and super antiparticles must be produced in pairs. Owing to the
R–parity conservation, the lightest superpartner (LSP) is expected to be stable
and must eventually be produced at the end of a decay chain initiated by the
decay of a heavy unstable supersymmetric particle. Depending on the mass
and production cross section the LSP could be a good candidate for dark matter
(see Sect.2.2.2).

It is also possible that R-parity is replaced by some alternative discrete
symmetry to protect R-parity conservation. One particularly attractive way
in which this could occur is the scenario in which B–L is a continuous gauge
symmetry that is spontaneously broken (since there is no corresponding massless
vector boson) at some very high energy scale. If a unique gauged U(1)B−L
symmetry is only broken by the scalar vacuum expectation value (VEV) that
carries even integer values of 3(B–L), then PR automatically survives as an
exactly conserved discrete remnant subgroup. A variety of extensions of the
MSSM with exact R-parity conservation have been proposed even recently
(see for example [18, 19]).

The breakdown of the R–parity symmetry can be achieved either through
BNV or through LNV. In this case, the LSP is no longer required to be stable
and it is allowed to decay into ordinary particles. The present SUSY searches for
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R-parity violation (RPV) rely mostly on signatures such as missing energy due
to the LSP escaping the detectors. These studies have not revealed any hints of
signals yet. The decay of the LSP would eliminate missing energy signatures
in events with supersymmetric particles. Then, depending on the amount of
the violation, the LSP acquires a certain lifetime and leaves a displaced vertex
signature [20] (see Sect.2.2.2).

In the case of the R-parity violation caused by LNV, the allowed amount
of LNV is constrained by the neutrino masses, and by limits on rare processes
such as µ− → e−e+e−. However, an interesting scenario is that of SUSY models
with R–parity violation and baryon number violation that have a significant
range of parameter space in which the Higgs dominantly decays to six quarks,
creating a displaced vertex signature [21].

2.2.1 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is the simplest
possible supersymmetric extension of the SM of particle physics [22]. In this
model the single particle states of the SM are extended to form supermulti-
plets that contain both fermionic and bosonic states. It has the gauge group
SU(3)C × SUL(2) × U(1)Y , consisting of three gauge superfields and seven
left-handed chiral superfields, leading to the sparticles summarized in Tab.2.4.

An important feature of the MSSM is that the superpartners listed are not
necessarily the mass eigenstates of the theory. This comes from taking into
account the effects of electroweak symmetry breaking and supersymmetry
breaking. Accordingly, there can be a mixing between the electroweak gauginos
and the higgsinos, and within the various sets of squarks and sleptons, as well as
the Higgs scalars sharing the same electric charge. After electroweak symmetry
breaking, the W 0, B0 gauge eigenstates mix to give mass eigenstates Z0 and γ,
and so do their SUSY counterparts W̃ , B̃, to give zino Z̃0 and the photino γ̃. The
charginos and neutralinos are the mass eigenstates of the W̃± and H̃± fields,
respectively.
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TABLE 2.4: Fundamental particles of the MSSM to be added to the already discovered
particles of the SM.

Particle Spin PR Mass eigenstates Gauge eigenstates
Higgs bosons 0 +1 h0, H0, A0, H± H0

u, H0
d , H+

u , H−d
squarks 0 −1 ũL, ũR , d̃L, d̃R ũL, ũR , d̃L, d̃R

s̃L, s̃R , c̃L, c̃R s̃L, s̃R , c̃L, c̃R
t̃1, t̃2 , b̃1, b̃2 t̃L, t̃R , b̃L, b̃R

sleptons 0 −1 ẽL, ẽR , ν̃e ẽL, ẽR , ν̃e
µ̃L, µ̃R , ν̃µ µ̃L, µ̃R , ν̃µ
τ̃L, τ̃R , ν̃τ τ̃L, τ̃R , ν̃τ

neutralinos 1/2 −1 χ̃0
1, χ̃0

2 , χ̃0
3, χ̃0

4 B̃0, W̃ 0, H̃0
u, H̃0

d

charginos 1/2 −1 χ̃±1 , χ̃±2 W̃±, H̃+
u , H̃−d

gluinos 1/2 −1 g̃ g̃

gravitino/goldstino 3/2 −1 G̃ G̃

SUSY is a spontaneously broken symmetry in the same manner as the SM,
i.e. by means of the Higgs mechanism. Owing to the fact that the MSSM uses
only left-handed superfields, the Higgs sector of the MSSM is composed of
two hypercharge (Y = ±1) Higgs doublets which generate masses for up-type
and down-type quarks and charged leptons. This leads to five Higgs bosons,
i.e. a charged pair H±, a CP–odd neutral boson A0, two neutral CP–even bosons
h0, and two VEV, Vu and Vd. As follows, the tree-level Higgs sector parameters
depend on the ratio between the two Higgs VEV’s (tanβ = Vu/Vd) and the mass
of the A0 boson. In addition, the SUSY breaking terms are consistent with the
low-energy breaking of SUSY. In other words there must be soft terms, in the
sense that the residual one-loop correction is maintained small.

Even though the general MSSM has 124 free parameters, most of them can
be tightly constrained by requiring the model consistency within the present
experimental bounds. For example, one interesting feature of the minimal
super-gravity model (mSUGRA) is the LSP with macroscopic decay length large
enough to be detected in a state-of-art particle detector.

2.2.2 mSUGRA with R-parity violation

So far, there is no realistic model of spontaneously-broken low-energy SUSY,
where the supersymmetry breaking arises exclusively as a consequence of the
interactions of the particles of the MSSM. An alternative scheme assumes
a theory consisting of at least two distinct sectors: a hidden sector composed
from particles that are completely neutral with respect to the SM gauge group,
and a visible sector consisting of the particles of the MSSM.

Supersymmetry breaking is assumed to originate in the hidden sector, and
its effects are transmitted to the MSSM by some mechanism involving the
mediation by particles that comprise an additional messenger sector. One
theoretical scenario that exhibits this structure is a gravity mediated super-
symmetry breaking, which has received the name of supergravity models. In this
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case, the mediating interactions are of gravitational nature, where gravity enters
at the Planck scale. The spontaneous breaking of global supersymmetry implies
the existence of a massless Weyl fermion, the goldstino. It unifies the space time
symmetries of ordinary general relativity with local supersymmetry transforma-
tions and the spin-2 graviton is assigned to the spin 3/2 fermion superpartner
named gravitino. Once supersymmetry is spontaneously broken, the gravitino
acquires a mass by absorbing the goldstino. This scenario, called the super-Higgs
mechanism, is entirely analogous to the ordinary Higgs mechanism.

The most popular and developed recently are the minimal super-gravity
models (mSUGRA) [21]. This kind of models assume the universality of the
gaugino and sfermion masses at a high energy scale. In addition, they always
have an extra scalar mass parameter m2

0, which needs to be fine tuned. In this
way the sparticle exchange does not generate flavour changing neutral current
effects at an unacceptable level. mSUGRA naturally generates the soft SUSY
breaking terms which are the consequence of the super-Higgs effect. It is one of
the most widely investigated models of particle physics, which is due to its large
predictive power, requiring only four input parameters and a sign to determine
the low energy phenomenology from the scale of GUT.

The mSUGRA framework incorporates the breaking of the R-parity
symmetry that would result in BNV and/or LNV processes and might lead
to metastable particles. In the event that R-parity violation is caused by BNV,
the neutralino decays are purely hadronic. Such decays into three quarks give
rise to three jets with a total invariant mass equal to that of the original sparticle
[23]. The decay length is mainly fixed by the BNV couplings λ”. A lifetime of
10 ps, which is compatible with limits on λ”, results in the lightest neutralino χ̃0

1

decaying well inside the LHCb vertex detector (see Sect.4.2.1.1). The production
of χ̃0

1 happens in pairs through the decay of a Higgs boson h0. If the param-
eter defining the Higgs couplings, tan(β) is small (typically < 3), the SUSY h0

is essentially equivalent to the SM Higgs, with an expected production cross-
section of about 20 pb at 7 TeV proton-proton collisions, as suggested in [24].

In the case of mSUGRA scenarios with explicit RPV via BNV proposed
in [21], a study at LHCb has been already performed [25]. This search for SUSY,
via vertices displaced from the beam axis and a primary vertex, considered pure
hadronic neutralino decays χ̃0

1 → qqq. Addressing these experimental searches,
the dominant background for the exotic long-lived particles with jets in the final
state comes from the inclusive bb production. Thus, a precise measurement of
the bb production cross section is fundamental for this kind of analyses related
to new particle searches. In addition, such a measurement is a powerful probe
of QCD at very high energies. As a consequence, one of the main themes of
the corresponding MC simulation is to strive for an increased accuracy in the
description of physical processes participating in a cross section for producing
hadrons.
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2.3 Calculations of the bb(cc) production cross
section

The production of b and c quarks happens predominantly in pairs from quark
and gluon scattering. As in the proton-proton collisions at the LHC, the partons
from both protons hard scatter, a bb and cc pairs, are produced.

Free quarks and gluons cannot be directly observed because of the colour
confinement – this means that the hadron structure has a nonperturbative
nature. Therefore, to relate cross sections for producing quarks and gluons with
a cross section for producing hadrons, the QCD factorization theorem is used.
Regarding this theorem, the cross section is separated into two parts: the cross
section on short-distances, and the universal long-distance functions. The long-
distance part features the so-called infrared divergences – singularities caused
by gluon emission in the direction of the outgoing parton (collinear divergence),
or equivalently, singularities caused by low momentum gluon emission (soft
divergence). As follows, the long-distance part is not accessible to perturbative
QCD (pQCD) calculations, while the short-distance one is calculable in pQCD.
The latter covers the hard scattering (high momentum) process of producing the
bottom quarks. An important consequence of the factorization theorem is the
fact that the non-perturbative effects can be determined in measurements with
simpler experimental environments and theoretically precise predictions and
then convoluted to the prediction of the bottom production.

In the pQCD, the b–quark mass mb acts as an effective low momentum cut-off
in this kind of calculation. As mb � ΛQCD

5, the strong coupling αs is small
(αs(mb) ≈ 0.24) and therefore pQCD works well, so inclusive quantities in
strong processes can be computed. The production of b and c quarks has been
determined at next-to-leading-order (NLO) in pQCD [26, 27], where the NLO
calculations include diagrams up to O(α3

s) of the strong coupling constant αs.
The first terms in the perturbation series, which come from quark-antiquark
annihilation and gluon-gluon fusion, are of O(α2

s), i.e. qq → bb and gg → bb.
Such processes are called flavour creation. The Feynman diagrams contributing
to these processes are shown in Fig.2.2. In addition, b–quarks can be produced
in flavour excitation processes and gluon splitting events. An example of Feynman
diagrams for the b quark production at order O(α3

s) is shown in Fig.2.3.
In the flavour excitation process, the b quark is considered to be already

present in the incoming hadron. It is excited by the exchange of a gluon with
the other hadron and appears on mass-shell in the final state. The products
of the fragmentation of b and b quarks do not need to be back-to-back, as the
third parton can carry away some transverse momentum. In the gluon splitting
the b quark occurs in g → bb events in the initial- or final-state shower. It is
important to stress the fact that within the framework of pQCD, the flavour
creation, flavour excitation and gluon splitting have interference terms between
them, thus they are not independent. The resulting heavy flavoured final state

5 ΛQCD ≈ 200 MeV- is the renormalization scale used to set the validity limit of the pertur-
bative approach.
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can carry a large combined transverse momentum and thus can be concentrated
within a small cone of angular separation.

FIGURE 2.2: Lowest-order Feynman diagrams O(α2
s) of flavour creation processess:

quark-antiquark annihilation qq → bb (left) and gluon-gluon fusion gg → bb (three of
the most right).

FIGURE 2.3: Examples of NLO Feynman diagramsO(α3
s) for bb pair production: gluon

splitting gg → bbg (left) and gq → bbq (middle), and flavour excitation gg → bbg (right).

LO and NLO contributions to the total cross sections of charm and bottom as
a function of centre-of-mass are shown in Fig.2.4. As it may be seen, for charm
production there are significant contributions from higher order terms across
all energy ranges. Bottom production is less dependent on higher order terms
at lower energies. However, as centre-of-mass energies approach the TeV scale,
NLO processes become important.

FIGURE 2.4: The total (left) charm and (right) bottom cross sections for pp collisions as
a function of a centre-of-mass energy. The contributions from pair creation, flavour
excitation and gluon splitting are shown separately. Figure adopted from [28].

Calculations of the parts described above are difficult because of the
occurrence of the ultraviolet and infrared divergences. Those divergences
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in fixed order calculations with a definite final state have caused an addi-
tional puzzle - even if we could perform computations at arbitrary order, one
would not be able to give predictions for exclusive quantities. Strictly speaking,
tree-level matrix elements cannot be blindly combined with a parton shower (see
the next section). The former are inclusive in nature, while the latter produce
exclusive final states. The way how these phenomena are handled in the MC
event generator is discussed below.

2.3.1 NLO calculations and MC event generators

MC event generators construct outcomes of proton-proton collision in the
following main steps: hard process, parton shower, hadronization, underlying
event and unstable particle decay [29]. To describe what is observed in a detector
as a result of a given process, all outgoing coloured partons must first undergo
the parton showering and then must be combined into hadrons, carried by the
hadronization phase of the event generator chain.

The basic idea of the parton shower is to describe how quarks and gluons
behave at a given momentum scale - how they split (and give extra strongly
interacting objects that we see as jets in the final state) and evolve down to energy
scale of the order of 1 GeV, associated with infrared cut-off. At the scale below the
cut-off, a non pertutbative model of the hadronization process is performed and
combined with the previous perturbative treatment employed above this energy
level. In particular, to describe events with many hard jets in the final state,
one needs to combine tree-level matrix elements for several jet multiplicities
simultaneously with parton showers. To perform these combinations the NLO
matrix-element/parton-shower merging procedure has been adopted [27]. The
goal of this merging procedure is to extend tree-level multi-jet merging methods
to NLO accuracy in QCD for every available jet multiplicity. However, this is a
nontrivial task since the parton shower MC programs (PSMCP) do implement
approximate NLO corrections already. In addition, the kinematics of all hard
objects in the event is explicitly represented and it is simply assumed that there is
a one-to-one correspondence between hard partons and jets. Such an assumption
may cause problems of double counting of some region of the phase space or
undercounting others. There is a problem defined by the question: if a NLO
matrix element and a Leading Log parton shower is given, how to make sure
that there is no double-counting of the first jet? Does it come from the matrix
element or the parton shower? In other words, since the PSMCP do include
NLO corrections already, as mentioned before, the possibility of having the same
kinematical configuration from the parton shower and from the NLO may lead
to double counting. To overcome this, one would need to get simultaneously
NLO normalization, a good description of hard multi-jet systems, but also match
them with a good parton shower of the internal structure of these jets.

The first two methods proposed for including NLO corrections within par-
ton shower algorithms and giving solution to the overcounting problem were
MC@NLO [30] and POWHEG [31]. The aim of these methods is to improve
the event generation of a basic process in such a way that the NLO accuracy
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is reached for inclusive observables, maintaining the leading logarithmic accu-
racy for the shower approach. Presently, both methods are available for many
processes.

The MC@NLO scheme removes from the NLO expressions those terms that
are being generated by the parton showers. This is achieved by modifying the
subtraction terms of the NLO calculation. An alternative idea is used in POWHEG
(the acronym stands for Positive Weight Hardest Emission Generator). Within
the POWHEG framework the hardest radiation is generated first, and then the
event is fed to general purpose event generator to complete the simulation chain,
including showering stage. This solution can be performed since the algorithm
does not depend upon a particular parton shower program. Furthermore, in
POWHEG the events are produced with positive (constant) weights, while in the
MC@NLO formalism it is not guaranteed that the weights of the generated
states are defined positive (the exact NLO cross section minus the MC subtraction
terms may not be positive). Both methods, MC@NLO and POWHEG are by now
well established as mature techniques, and their detailed comparison may be
found in [32].

The POWHEG output can be easily interfaced to any modern shower genera-
tor that is capable of handling user processes, typically those that comply with
the Les Houches (LHE) interface [33]. In particular, once the POWHEG generates
first a partonic event at the NLO level with the correct weight in order to not
have double counting coming from subsequent radiation, the PYTHIA with the
transverse momenta (pT ) ordering can be used. The pT of the produced radiation
works as an upper cut-off for the pT ’s of the entire subsequent shower, which is
performed with pT less than the pT generated by POWHEG.

The POWHEG-BOX program [34, 35] is a framework to implement in practice
the theoretical construction of the POWHEG method. This implementation has
already been applied to a variety of processes at the LHC. In case of the LHCb
simulation, the logic of its implementation, performed by the Author of this
thesis, is described in Appendix A.0.2. However, there are other implementa-
tions of the POWHEG on the market as well. The new version of MADGRAPH
framework [36] has been designed to support a full automation and optimization
of NLO computations in the SM and beyond via both MC@NLO and POWHEG
methodology. Independently, POWHEG has been also included in the HERWIG++
[37] and the SHERPA [38] generators. Besides having implemented several pro-
cesses in the POWHEG framework, the HERWIG++ includes the implementation
of the so-called truncated showers, which is needed to recover soft gluon interfer-
ence when interfacing POWHEG with an angular ordered PSMCP6. The SHERPA
generator incorporates a partially automated procedure for the implementation
of the POWHEG methodology.

It is worth mentioning one additional method of matching NLO QCD with
a parton shower in the MC scheme, namely the KRKNLO [39]. It offers a simpler
alternative to the MC@NLO and POWHEG methods. However, the overall

6 In angular ordered PSMCP, a large-angle soft emission is generated first and the hardest
emission (i.e. highest pT ) happens later. Hence, a special care must be put to transform an
angular-ordered shower into a shower where the hardest emission happens first.
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simplifications of the KRKNLO method come not completely for free, as it
requires using parton distribution functions in a special MC factorization scheme.
In addition, it is required that the basic parton shower MC generators provide
the NLO with a complete coverage of the hard process phase space (this is not a
problem for all modern PSMCPs). However, for the time being, the theoretical
construction and implementation of the KRKNLO is relevant for the future
developments in the sense that it presents a simplified method of correcting the
hard process to the NLO level in combination with the parton shower. Anyway,
it may pave the way to the Next-to-Next-to-Leading Order (NNLO) hard process
combined with NLO parton shower MC.
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Previous experimental results

3.1 Constraints on BNV and LNV

The baryon number violation has been vigorously searched in several
processes over the last few decades. These studies were motivated by GUTs
predicting this phenomena, the consequence of which is that a nucleons can
have finite, if long, lifetime. A proton decay became the focus of major exper-
imental physics efforts starting in the early 1980s. However, a proton decay
has not yet been observed [1]. The most stringent results from the nucleon
decay experiments put partial lifetime limits on p→ π0e+ and p→ K+ν decays
which read τ(p→ π0e+) > 1.67× 1034 years [40] and τ(p→ K+ν) > 1.08× 1034

years [41], respectively. The lack of observation of a proton decay has been used
to constrain baryon- and lepton-number violating decays involving higher-
generation quarks and leptons [42]. Being inspired by this work , the CLEO [43],
BaBar [44] and CLAS [45] experiments performed searches for such decays, all
summarized in Tab.3.1.

The CLEO collaboration performed also a unique search for the BNV decays
of the D0 meson [46]. Specifically, they looked for D0 → pe+ and D0 → pe− and
found no evidence of these decays. As a consequence, the results have been
interpreted with the branching fraction upper limits for the decays in question.

The BaBar collaboration reported the results of searches for the decays
B0 → Λ+

c `
−, B− → Λ`− and B− → Λ`−, where the lepton is a muon

or electron [47]. No significant signal for any of such decay modes has been
observed and upper limits are determined at the 90% confidence level.

The CLAS collaboration performed a search for BNV decay modes of Λ
hyperons as a direct probe of couplings of BNV interactions to the strange
quark [48]. They investigated eight decay modes in which the Λ decays to
a charged meson and a charged lepton, conserving charge in all decays. The
meson is either a π± or K± and the lepton is either e∓ or µ∓. No BNV signal was
found in any of ten decay channels investigated, and upper limits on branching
fraction were set for each of the processes studied, in the range from 7× 10−7 to
2× 10−5.

No previous searches have investigated the possibility of heavy beauty
baryons decays involving the violation of B and L . However, such studies
would provide stringent tests of SUSY GUT models.

19
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TABLE 3.1: Negative results of searches for baryon- and lepton-number violating
decays, presented as upper limits on branching fractions at 90% CL.

Experiment Decay mode B(×10−8)
CLEO D0 → pe+ 1100

D0 → pe− 1000
BaBar B0 → Λ+

c µ
− 180

B0 → Λ+
c e
− 520

B− → Λµ− 6.2
B− → Λe− 8.1
B− → Λµ− 6.1
B− → Λe− 3.2

CLAS Λ→ K±e∓ 200

Λ→ K±µ∓ 300

Λ→ π±µ∓ 600

Λ→ π+e− 60

Λ→ π−e+ 40

Λ→ pπ+ 90

Λ→ K0
Sν 2000

3.2 bb cross section measurements in pp collisions
at LHC

The bottom production measurements in hadronic collisions have suffered
from large discrepancies between the data and theoretical predictions. The theo-
retical calculation to O(α3

s) of the inclusive bottom quark transverse momentum
spectrum in hadronic collisions shows reasonable agreement with the data. Still,
the comparisons are affected by large theoretical errors.

Both the ATLAS and CMS experiments have carried out measurements of
the b-jet production cross section in the pp collisions as a function of transverse
momentum at

√
s = 7 TeV in different rapidity ranges. The inclusive double-

differential b–jet cross-section, measured as a function of transverse momentum,
is shown in Fig.3.1, where the comparison with the NLO QCD predictions are
included.

The results from [49] obtained by the ATLAS Collaboration agree well with
the NLO QCD predictions (POWHEG). The MC@NLO shows good agreement
with the measured bb–dijet cross-section. However, it does not reproduce the
measured inclusive cross-section well, particularly for b-jets with large transverse
momenta. Similarly, the results from [50] obtained by CMS are found to be
in reasonable agreement with MC@NLO.
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FIGURE 3.1: The inclusive double-differential b–jet cross-section from the jet analysis
as a function of pT for different rapidity ranges for ATLAS and CMS. Figures adopted
from [49, 50].

The LHCb Collaboration has previously carried out the measurement of
σ(pp→ bbX) at

√
s = 7 TeV in the forward region [51]. This measurement was

based on exclusive decays of b–hadrons into final states containing a D0 meson
and a muon. Two independent data samples, "microbias" and "triggered", have
been examined7. The extracted cross-sections are shown in Fig.3.2 as a function
of η for both data sets and the average. Two theories that predict b production
cross-section as a function of pseudorapidity η are used for comparison with
data. The MCFM [52] and FONLL [53] models both exhibit NLO accuracy, but
the latter improves the NLO result with the resummation of pT logarithms up
to next-to-leading order. In addition, this method also includes the b–quark
fragmentation into hadrons. It has been found that the measured cross-section is
consistent with theoretical predictions, both in normalization and η–dependent
shape. However, as it may bee seen for the FONLL model, the comparison
of the measurement with model predictions is affected by large theoretical
uncertainties.

The measurement of σ(pp→ bbX) based on the b–hadron inclusive final states
has also been performed at LHCb and the results have been published in [54].
This measurement is related to the scope of present thesis and is described
in Sect.6.2.

7 These samples have been recorded at different times. The microbias sample corresponds
to the time when HLT (see Sect.4.2.2) could process all crossings since the number of colliding
bunches was sufficiently low. This sample possesses accepted events where at least one track
was reconstructed in either the VELO (see Sect.4.2.1.1) or the tracking stations (see Sect.4.2.1.2).
The triggered sample uses triggers designed to select a single muon.
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FIGURE 3.2: The cross-section for the process pp → bbX as a function of η for different
samples: microbias (×), triggered (•) and the average (+). The data are represented as
points with error bars, the MCFM prediction as a dashed line, and the FONLL prediction as
a thick solid line. The thin upper and lower lines indicate the theoretical uncertainties on
the FONLL prediction. The systematic uncertainties in the data are not included. Figure
adopted from [51].
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Experimental environment

This study has been performed using the data collected over the years 2011
and 2012 by the Large Hadron Collider beauty (LHCb) experiment, operating
at the Large Hadron Collider (LHC) accelerator at the laboratory complex of the
European Organization of Nuclear Physics (CERN, fr. Conseil Européen pour la
Recherche Nucléaire) near Geneva. In the following chapter the LHC accelerator
complex and the conditions under which the LHCb experiment gathers data are
briefly described. Next, a description of the detector is provided, including all
subsystems necessary for its operation. This chapter concludes with a discussion
of the LHCb trigger system and the preselection, the so-called stripping.

4.1 The Large Hadron Collider

The LHC accelerator [55], which is currently the most powerful of its kind
in the world, is the final element in a succession of machines that accelerate
particles at CERN. It is a two-ring superconducting accelerator and collider
installed in a tunnel of 27 km in circumference that straddles the French-Swiss
border to the north-west of Geneva, 50 to 175 m below the ground. Its primary
operation mode is the proton-proton (pp) collision; however, it has also collided
protons with lead (p-Pb) and lead–lead (Pb-Pb) nuclei.

In the so-called Run 1, which stands for the 2011-2012 data taking period,
the LHC was providing pp collisions at a bunch crossing rate of 40 MHz, with
a centre of mass energy of

√
s = 7 TeV (2011) and

√
s = 8 TeV (2012) and

nominal luminosity of 1× 10−34cm−2s−1.
Fig.4.1 shows a schematic overview of the LHC together with a set of pre-

accelerators. Each machine boosts the energy of a beam of particles before in-
jecting the beam in a consecutive order into Linac2 [56], the Proton Synchrotron
Booster (PSB) [57], the Proton Synchrotron (PS) [58] and the Super Proton
Synchrotron (SPS) [59].

The protons are produced by ionisation of hydrogen atoms with an electric
field. The first accelerator in the chain, Linac2, accelerates the protons to the
energy of 50 MeV. The beam is then injected into the PSB, made up of four
superimposed synchrotron rings, which accelerates the protons up to 1.4 GeV.
Subsequently, the protons are injected into the PS which pushes the beam to
25 GeV, followed by the SPS, the last stage before entering the LHC, where they
are accelerated to 450 GeV. Finally, the protons are injected into the LHC main
ring.

23
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In order to accelerate the look-alike particles in the opposite directions, two
separate beam pipes are used, each with a magnetic field in opposite directions.
A series of 400 MHz radio-frequency (RF) cavities is used, together with 8.3 T
dipole bending magnets, quadrupole focusing and defocusing magnets as well
as sextupole and decapole corrector magnets.

The RF cavities are responsible for accelerating the beam and providing
an energy gain of ' 0.5 MeV per turn. Unlike the other accelerators in the
CERN infrastructure, which use warm (room temperature) iron magnets, the
magnets in the LHC main ring are superconducting and operate at liquid helium
temperatures.

In the LHC ring there are four interaction points. Three of them are equipped
with detectors for pp collision physics (ATLAS, CMS and LHCb [60]) and one
(ALICE [61]) for dedicated heavy ion physics.

FIGURE 4.1: Layout of the CERN accelerator complex.
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4.2 LHCb spectrometer

LHCb is one of four large-scale experiments established at the LHC facility.
In addition to the general purpose detectors (GPD) of ATLAS and CMS, and
likewise the ALICE one, the LHCb spectrometer is designed to study specific
phenomena. Its primary goal is to look for indirect evidence of BSM physics
in CP violation and rare decays of beauty and charm hadrons. In addition, owing
to the long length of the vertex detector and its excellent tracking capabilities,
the LHCb experiment has a sensitivity for long-lived exotic particles identified
by their decay into SM particles at a decay vertex displaced from the primary
interaction point.

All four detectors are installed underground in caverns localized at four
interaction points set up on the LHC ring. Contrary to the enclosed detector
type that surrounds the entire collision region, such as ATLAS and CMS, the
LHCb detector uses a series of subsystems to detect mainly particles produced
in the forward direction. Therefore it is a single-arm forward spectrometer.

The layout of the LHCb detector is shown in Fig.4.2. The right-handed co-
ordinate system with the origin in the interaction point has the z-axis pointing
downstream and y-axis pointing vertically upwards. The choice of the detector
geometry is justified by the fact that the dominant bb production mechanism
at the LHC is the gluon fusion where the momenta of the incoming partons
are strongly asymmetric in the laboratory frame. Consequently, the centre
of mass energy of the produced bb pair is boosted along the direction of the
higher momentum gluon, and both b hadrons are produced in the same forward
(or background) direction (cf. Fig. 4.3). For that reason the LHCb apparatus
stretches along the beam pipe, covering only about 4% of the solid angle around
the beam pipe8, which corresponds to the pseudorapidity (see Sect. 5.3.1) cov-
erage of 1.8 < η < 4.9. Such an angular acceptance allows capturing half of
the produced bb pairs. This leads to precise measurement of the cross section
for inclusive jets and dijets that might be of interest to low-x perturbative QCD
tests.

8 The forward angular coverage is approximately from 10 to 300(250) mrad in the bending
(non-bending) plane.
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FIGURE 4.2: Side view of the LHCb detector. The right-handed coordinate system
adopted has the z-axis along the beam line, and the y-axis along the vertical one. The
schema shows the VErtex LOcator, the dipole magnet, two RICH detectors, four track-
ing stations TT and T1- T3, the Scintillating Pad Detector, Preshower, Electromagnetic
and Hadronic calorimeters, and five muon stations M1- M5. The region of the detector
at positive (negative) z values is known as the forward (backward) or downstream
(upstream) end. Figure adopted from [62].

The LHCb detector was designed to operate at a luminosity of 2×1032 cm−2s−1,
which is considerably below the luminosity at which ATLAS and CMS are
working (L = 1 × 1034 cm−2s−1). Thus, the luminosity in LHCb is being
locally controlled using a luminosity levelling technique [63]. A constant
luminosity is delivered to LHCb throughout the fill to yield a mean value within
(2-5) × 1032 cm−2s−1. An example of instantaneous luminosity curves for
a typical LHC fill is given in Fig.4.4 (on the left). It follows that the
number of pp interactions per bunch crossing in visible events (the so-called
pile-up) is limited to such a level that the risk of radiation damage of the vertex
detector as well as combinatorial background is minor. In fact, events containing
more than one interaction per bunch crossing are expected to create a difficult
environment for b-physics analyses [64].
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FIGURE 4.3: Forward-background production fractions as a function of b-quark polar
angle with respect to the beam axis for simulated bb pairs (left). Pseudorapidity of bb
pairs (right), where the LHCb acceptance is marked in red. Figures adopted from [65].

FIGURE 4.4: Typical evolution of the luminosity during an LHC fill (left) and the
integrated luminosity collected by the LHCb detector in 2010-2012 (right). Figures
adopted from [66, 67].

The most important LHCb running parameters in Run 1 are summarized
in Tab.4.1. In 2011 the LHCb was operating with close to or above the designed
values for both the luminosity and the number of visible interactions per bunch
crossing. Successfully, in 2012 the well operating apparatus allowed the spec-
trometer to work in a more harsh environment. Over the whole Run 1 the LHCb
detector demonstrated an excellent performance, reaching 91% and 95% of data
taking efficiency in 2011 and 2012, respectively. This allowed the experiment to
collect the data samples corresponding to an integrated luminosity of 1.107 fb−1

and 2.082 fb−1 of pp collisions at a centre-of-mass energy of 7 TeV and 8 TeV
collected in 2011 and 2012, respectively (cf. Fig.4.4 on the right).

The reconstruction of beauty hadrons requires effective tracking and
particle identification systems specialized in collecting specific information about
particles produced in pp collisions. The following subsections discuss briefly the
LHCb sub-detectors, focusing on the features most relevant to the analysis in the
present thesis. More details can be found in [62].
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TABLE 4.1: LHCb running parameters in 2011 and 2012.
Year 2011 2012
Beam energy ( TeV) 3.5 4.0
Instantaneous luminosity (×1032 cm−2s−1) 2–4 4
Visible interaction/beam crossing µ = 0.4–1.4 µ = 1.6
Data taking efficiency (%) > 91 > 95
High Level Trigger output rate ( kHz ) 3 4.5

Integrated luminosity recorded ( fb−1) 1.107 2.082

4.2.1 Tracking system and particle identification

An efficient tracking system and particle identification are fundamental for
the measurements of the branching fraction of rare decays. Owing to the fact
that b-hadrons have a substantial lifetime and as a result of the large boost, they
are expected to fly distances of several mm in the detector before decaying.
Hence, they are reconstructed in the LHCb detector as the secondary vertices
(SV) displaced with respect to the beam axis. In spite of that, usually each pp
interaction creates around 80 tracks in the LHCb detector detached from the
so-called primary vertex (PV) [68]. This yields a non-negligible, measurable sepa-
ration between the PV and SV, the so-called flight distance (FD). The distribution
of FD with respect to the interaction point, for reconstructed B0→ K+π− and
Λb → pK− decays in the LHCb Monte Carlo, is shown in Fig. 4.5. In addition,
the decay products of b-hadrons have a large value of the impact parameter
(IP, see Sect. 5.3.1). In general, the tracks originating from b-hadron SV have
higher values of transverse momenta as compared to the tracks from PV.

The LHCb spectrometer tracking system consists of the VErtex LOcator
(VELO) and the planar detectors: the Tracker Turicensis (TT), Inner Tracker (IT)
and Outer Tracker (OT). The track deviation in the magnetic field of the dipole
magnet is used to determine the momentum of the reconstructed particles.

The VELO measures with a high precision the spatial coordinates of the track
close to the interaction point and provides the location of SV coming from short
lived particles as well as track IP. The TT stations, which sit at the front of the
entrance to the magnet, are used to measure the transverse momentum for tracks
with large IP, giving the input to the early levels of the trigger system. Such
tracks are used in the offline analysis as well to reconstruct the trajectories of
long-lived neutral particles that decay outside the fiducial volume of the VELO
and of low-momentum particles that are bent out of the LHCb acceptance before
reaching the OT stations. The signatures of charged particles passing through
the detector captured with the tracking system are labelled by tracks and they
constitute necessary input to the reconstruction algorithms.

The Particle identification (PID) system consists of a pair of Ring
Imaging Cherenkov Detectors responsible for the separation of different long-
lived charged hadrons (pions, kaons and protons). Subsequently, there are
five muon stations, labelled M1 through M5, that provide fast information for
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the high transverse momentum muon trigger and muon identification. The
muon stations are separated by the arrangement of the calorimeter system that
is located behind the first muon station. The Scintillating Pad Detector (SPD),
Pre-Shower (PS), electromagnetic (ECAL) and hadron (HCAL) calorimeters
measure the energy of neutral particles.

In the following subsections the construction and operating principles of the
above indicated LHCb sub-detectors are briefly described.

FIGURE 4.5: The reconstructed Bd and Λb flight distance in B0 → K+π− and
Λb → pK− decays, respectively.

4.2.1.1 VELO

The VErtex LOcator (VELO) is the main tracking device before the magnet
and it is crucial for the reconstruction of PV’s and SV’s. It contains a series of
21 stations arranged along the beam direction with a cylindrical coordinate
system. Each station is made of two half disks of silicon microstrip sensors
providing r and φ coordinates of the trajectory of charged particles. Fig.4.6
shows the layout of the VELO sensor stations.

The VELO layout has been optimized to minimize the amount of material
in the acceptance while keeping good geometrical coverage. All tracks inside
the LHCb acceptance pass through at least three modules. Each module contains
one R-sensor measuring the r coordinate and the Phi-sensor providing determi-
nation of the φ angle (see Fig. 4.7a). The R-sensor has strips arranged radially,
while the so-called Phi-sensor has strips arranged approximately azimuthally.
This geometry allows precise two-dimensional measurement of the position
of a traversing particle, performed in both radial and azimuthal coordinates.
Two additional R-type planes of the VELO that are located upstream to the
interaction region are used as a pile-up veto detector.

Fig.4.7b shows a picture of a single half of the VELO. The silicon sensors
are mounted in a vacuum vessel and separated from the LHC beam by a 200
µm-thick aluminium foil. Each station has left and right parts, which are re-
tracted away from the circulating beam during injection. They are moved back
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simultaneously once the beams are stable. For the fully closed stage the inner
edge of the detector comes within 7 mm of the LHC beam.

FIGURE 4.6: Schematic layout of the positioning of the VELO stations.
Figure adopted from [62].

The VELO detector offers an excellent spatial resolution of about 10 µm in
x and y directions and ∼40 µm in z. In practice, the number of tracks making
a vertex ranges from 5 to around 100. It was found in 2011 data that a 25-track
vertex had a resolution in the transverse plane of 13µm, while the resolution
in z was 71 µm. The vertex resolution for 2012 data is very similar [69]. Such
a precision in the location of the track’s origin is crucial for reducing the so-
called combinatorial background in which at least one of the tracks gets assigned
to the wrong decay vertex. This type of background is the dominant one for
most analyses of rare decays.

FIGURE 4.7: The VELO sensor rφ geometry layout (left). For clarity, only a portion of
the strips is illustrated. A photograph of one side of the VELO silicon sensors assembly
(right) shows the silicon sensors and readout hybrids. Figures adopted from [62, 70].

Another important task of the VELO is to measure the track IP to a high
precision, throughout a good understanding of the effects contributing to the
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resolution of IP measurement. The requirements on the IP are very effective in ex-
cluding prompt backgrounds from long-lived heavy flavour hadron decays and
in maximizing the signal content of a data set. The IP resolution is determined
to be < 35 µm for particles with pT > 1 GeV/c [69].

4.2.1.2 TT, IT and OT

The LHCb trackers are of two kinds, a silicon tracker and a drift-time detector
[62]. The silicon tracker consists of two parts: the TT one, installed between the
RICH1 and the entrance to the magnet, and the IT, which covers the closest area
around the LHC beam pipe in the tracking stations T1- T3, between the magnet
and RICH2.

Fig.4.8 illustrates the layout of the detector layers and shows a photograph
of the TT detector taken from the upstream direction. The TT is composed
of a single station which covers a rectangular area of approximately 150 cm in
width and 130 cm in height. Its four detection layers (X1, U, V,X2) add up to
a total silicon sensitive area of approximately 8 m2, covering the nominal LHCb
acceptance of 300 mrad with silicon micro-strip detectors. The two internal layers
are arranged at stereo angle of ±5◦ with respect to x9. The silicon sensors for
the TT are 500 µm thick single sided p-on-n. They are 9.64 cm wide and 9.44 cm
long and carry 512 readout strips with a strip pitch of 183 µm [62].

The cross-shaped layout of the IT detector (120× 40 cm) covers only 1.3% of
the total sensitive area of each tracking plane in which it is installed. As most of
the tracks are produced in the forward/backward region along the beamline,
about 20% of the total number of charged tracks in each event is concentrated in
this region.

The IT detector modules use the same silicon strip technology as the TT.
However, two types of silicon sensors of different thickness are used [62]. The IT
module is arranged in the same manner as the TT ones, with two internal layers
at a stereo angle. Each of the three IT stations consists of four boxes forming
a cross-shape around the beam pipe, as shown in Fig. 4.9. The installed detector
boxes are showed on the photograph.

The spacial hit resolution is 62 µm and 58 µm for TT and IT, respectively. The
corresponding sensors ability to detect charged particles (i.e. hit efficiency) was
measured to be 99.3% for TT and 99.7% for IT [72].

9 The stereo angle is defined to be positive for a counter-clockwise rotation. The value of ±5◦

gives optimal performance for pattern recognition orientation which prevents ambiguities be-
tween the measured hits in order to measure the transverse component of the particle momenta,
i.e. they improve the precision of the track measurement in x and y and thus the transverse
momentum resolution [71].
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FIGURE 4.8: Layout of the TT detection layers (left): X1, V , U , X2 (looking down-
stream). Different readout sectors are indicated by different shadings. A photograph
of the TT stations (right): view through the magnet. Figures adopted from [62, 73].

FIGURE 4.9: Front view schematic layout of the IT detector (left), the layout of the IT
and OT detector planes in z direction (middle) and a photograph (right) of the the IT
boxes. Figures adopted from [62, 73].

The OT detector is settled for the tracking of charged particles and the
measurement of their momentum over a large acceptance area [62]. Fig.4.10a
illustrates the arrangement of the OT modules. The system is a drift-time de-
tector, where each of the three stations is composed of four layers of drift-tubes
with inner diameters of 4.9 mm. Each station is split into two halves, retractable
on both sides of the beam line. Each half consists of two independently movable
units, known as C-frames. A photograph of the detector unit may be seen in
Fig. 4.10b. The geometry of the four layers is identical to that of the TT detector,
where the second and third layers are rotated by a stereo angle. All modules
comprise 53, 760 single straw-tube channels in total. Each drift-tube is filled
with a mixture of Argon (70%) and CO2 (30%), with drift times below 50 ns, and
a sufficient drift-coordinate resolution of 200 µm [62]. The hit efficiency near the
centre of the straws was measured to be approximately 99% [74].
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FIGURE 4.10: Arrangement of Outer Tracker straw-tube modules in layers and stations
(left) and a photograph (right) of the detector unit for the OT system. The OT is made
of twelve such detector units. Figures adopted from [74, 75].

FIGURE 4.11: Tracking detectors and track types reconstructed by the track finding
algorithms (left) and the display of the reconstructed tracks and assigned hits (right).
The insert shows a zoom into the VELO region. Figures adopted from [76, 66].

The information from all tracking stations is combined with the output from
the VELO and the PID system in order to perform a complete reconstruction of
the particle’s trajectory as well as the track association. This is obtained with the
help of suite reconstruction algorithms. The different types of tracks, illustrated
in Fig.4.11 (on the left), are grouped in five categories:

• VELO track: has a signature only in the VELO detector and is used in
finding primary vertices. Owing to the lack of the magnetic field, the VELO
tracks are always reconstructed as straight lines;

• Upstream track: reconstructed from a VELO track and TT hits. Usually
it is a low momentum track which is bent out of the LHCb acceptance
by the magnet;

• T track: with hits in the main tracking stations T1-T3. The seeds obtained
here help the pattern recognition in RICH2;
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• Downstream track: has a signature in both the TT and T1-T3 tracking
stations, but does not have it in the VELO detector. This type of a track is
important in the reconstruction of long-lived particles, such as K0

s or Λ0,
which often decay after passing the VELO detector;

• Long track: has signatures in all subdetectors, from the VELO detector
to the T1-T3 tracking stations. Since these tracks pass through the magnetic
field, they have the most accurate measured momentum and thus they are
the most useful for analysis.

Fig.4.11 (on the right) shows the reconstructed tracks in a typical event.
In a signal triggered event in 2011 or 2012, around 60 long tracks are
reconstructed.

The track reconstruction algorithms are implemented in the BRUNEL analysis
package [77]. As follows, individually found tracks are combined to
reconstruct the b-hadron decays using the standard LHCb physics selection
algorithms implemented in the DAVINCI analysis package [78]. The full LHCb
data processing chain can be found in Appendix A.

The tracking efficiency is an important quantity in terms of the studies
described in this thesis. It is defined as a probability that the trajectory of
a charged particle that has passed through the full tracking system is recon-
structed. The approach to determine directly the efficiency of reconstructing
charged particles as a long track is the so-called long method [76]. It uses probe
tracks that have hits in the TT and in the muon stations. Fig.4.12 illustrates the
track reconstruction efficiencies obtained with the long method for the 2011 and
for 2012 data and for simulation as a function of track momentum, pseudorapi-
dity and multiplicity (see Sect.5.3.1). The average efficiency is higher than 95%
in the momentum region 5 GeV/c < p < 200 GeV/c and in the pseudorapidity
region 2 < η < 5, which covers the LHCb acceptance.
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FIGURE 4.12: Track reconstruction efficiencies (ε) for the 2011 and 2012 data and for
the simulation. Plots show the results of the long method described in the text. The
efficiency is shown as a function of track momentum p (first row), pseudorapidity η
(second row) and multiplicity Ntrack (third row). The error bars indicate statistical
uncertainties. Plots adopted from [76].
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4.2.1.3 The LHCb magnet

The LHCb warm dipole magnet consists of two huge 27-ton coils mounted
inside a 1450-ton iron yoke [62]. The magnet sits between the TT stations and
the tracking station T1. A photo of the LHCb dipole magnet, taken during the
installation of the experiment, is shown in Fig. 4.13.

FIGURE 4.13: A photograph of the LHCb magnet - two 27-ton coils mounted inside a
1450-ton iron yoke. Figure adopted from [79].

The field of the magnet along z with x = y = 0 with both polarities10 is
shown in Fig. 4.14. The field peaks at 1.1T at the centre of the magnet in the
±y direction. This magnetic field bends particle’s trajectories according to their
momentum in the x − z plane, and hence makes it possible to measure their
momentum as they pass through the detector walls. The impact of the magnetic
shielding of RICH1 is clearly visible in a range of 0–2 m.

FIGURE 4.14: Measured B-field of the LHCb dipole magnet along the z-axis. The
positions of the VELO, TT and tracking stations are indicated. Figure adopted
from [62].

10 The polarity of the field is swapped to reduce systematic effects in asymmetry measure-
ments.



Chapter 4. Experimental environment 37

4.2.1.4 RICH detectors

A well known technology of particle identification is the Ring Imaging
Cherenkov (RICH) detection system. In order to cover the momentum spectrum
of the tracks produced in the LHC collisions, different radiators with different
optical properties are needed. The Cherenkov angle for different particles as
a function of track momentum in different radiators is shown in Fig.4.15 (on the
left). As it may be seen, the aerogel radiator is well suited for the identification
of low-momentum particles while the CF4 and C4F10 media provide a good
discriminating power at high-momenta (above 20 GeV/c).

The RICH system of the LHCb detector is composed of two detectors, RICH1
and RICH2 [62], whose layout can be seen in Fig.4.16. Such a configuration helps
to exploit a strong correlation between the polar angle and the track momentum
(cf. Fig.4.15 (on the right)).

RICH1, presented in Fig. 4.17, is installed upstream the magnet, providing
a 300 mrad polar angle coverage. It is designed for hadron identification of low
momentum tracks. It includes two radiators: 5 cm thick silica aerogel and 95 cm3

C4F10 gaseous radiators. Spherical mirrors of 190 cm radius of curvature are
tilted by 250 mrad in order to focus the Cherenkov light onto two photodetector11

planes (100 cm2) outside the detector acceptance.

FIGURE 4.15: Cherenkov angles for different particles as a function of track momentum,
for different radiators (left) and polar angle correlation with track momentum in the
LHCb detector. Figures adopted from [62, 80].

11 RICH utilizes the Hybrid Photon Detectors to measure the spatial positions of emitted
Cherenkov photons [62].
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FIGURE 4.16: Schematic layout of the LHCb RICH system. Figure adopted from [62].

RICH2, presented in Fig. 4.18, is localized downstream the magnet and
in front of the calorimeter. It is intended to measure high momentum and
small polar angle tracks. It uses 180 cm3 of CF4 gas as a radiator and covers 120
mrad in the bending plane, and 100 mrad in the non-bending plane. The limited
RICH2 acceptance covers the region where the majority of high momentum
particles are produced. The light reflected with the flat mirror is focused by
spherical mirrors (820 cm of radius of curvature) onto two photodetector planes
(120 cm2) installed outside the detector acceptance.

The PID strategy combines measured quantities by other subsystems, namely
the calorimeter and muon systems, that together with those obtained by the
RICH system allow the identification of different charged particles produced
in a single pp collision. As follows, the overall likelihood is resolved and the
difference in logarithmic likelihood is defined as:

DLLAB = lnLA − lnLB, (4.1)

where LA and LB stand for a likelihood that the particle is identified under the
A and B hypothesis, respectively (A,B = π,K, p, µ, e). In view of the fact that
the most numerous particle type produced in the LHCb environment is a pion,
the DLL is obtained for e, µ,K, p with respect to a pion. For example, in the case
of DLLKπ < 0 the particle is more likely a π, whereas for DLLKπ > 0 it is more
likely a K.

In addition, the approach of the multivariate particle identification classifier
is provided within the LHCb framework. It is an artificial neural net combining
inputs from the PID subdetectors and tracking information of likelihood ratios,
called ProbNN [81, 82]. The training is done using MC inclusive b-hadron events
and for charged tracks an appropriate set of ProbNNK , ProbNNπ, ProbNNp,
ProbNNe variables is determined.



Chapter 4. Experimental environment 39

FIGURE 4.17: Geometry of the RICH1 detector (left) and a photograph (right) of the
RICH1 gas enclosure containing flat and spherical mirrors. The interaction point is on
the left side of the photo. Figures adopted from [62].

FIGURE 4.18: Geometry of the RICH2 detector (left) and a photograph (right) of the
RICH2 detector. Figures adopted from [62, 83].

The RICH system provides good particle identification over a large momen-
tum range from ∼2 GeV/c up to ∼100 GeV/c. Fig.4.19 (on the left) demonstrates
the kaon identification efficiency and pion misidentification (pions misidentified
as kaons) as a function of particle momentum obtained for two different DLLKπ
requirements. The likelihood for each track with the kaon mass hypothesis
is larger than the one with the pion hypothesis (DLLKπ > 0). Taking the average
of the momentum range (2-100) GeV/c, the kaon identification efficiency and
pion misidentification fraction are found to be ∼95% and ∼10%, respectively.
The alternative requirement of DLLKπ > 5 shows that the misidentification rate
can be significantly reduced to ∼3% for a kaon efficiency of ∼85%. Similarly,
Fig.4.19 (on the right) illustrates the discrimination between protons and pions
obtained after imposing the requirements DLLpπ > 0 and DLLpπ > 5.
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In the matter of the analysis performed in this dissertation, the distinction
between kaons, protons and pions is crucial, since it is needed to discriminate
final states from otherwise identical topology.

FIGURE 4.19: Kaon identification efficiency and pion misidentification rate (left).
Proton identification efficiency and pion misidentification rate (right). Both measured
on data as a function of track momentum. Plots adopted from [84].

4.2.1.5 Calorimeter system

The LHCb calorimeter system provides measurements of the energies and
transverse positions of electrons, photons and hadrons. It is a crucial contribution
to the hadronic early stage trigger makes it possible to recognize objects with
high transverse energy (ET ). In addition, the system measures the neutral
particle energy used in particle identification for offline analysis.

A classic layout of the calorimetric subsystems follows the principle that
the energy of an incident particle is lost after a cascade of interaction with
the absorber material of the calorimeter. During this process, electromagnetic
and/or hadronic showers of secondary particles are produced. The total energy
of all showers absorbed in the active material is measured, which corresponds
to the initial energy of the incident particle.

The LHCb calorimeter system is subdivided into four subsystems. It is
composed of the SPD, which is designed to identify charged particles, followed
by a wall of lead, and then the PS, ECAL and HCAL [62]. This arrangement
comes along with the characteristics of the longitudinal profile of the produced
showers, downstream. All subsystems are divided into two halves that can be
retracted horizontally from the beam.

The SPD and PS systems presented in Fig. 4.20, were designed to improve
the spatial and energy resolutions of electromagnetic showers. They are two
almost identical layers of high granularity scintillator pads. Three different pad
sizes ranging from 40.4 × 40.4 mm2 in the inner region to 121.2 × 121.2 mm2 in
the outer region were adapted to the particle flux. A lead converter of 15 mm,
corresponding to 2.5 radiation length (X0) of the material involved, is located
between the two scintillator planes and allows electrons to start showering
before the ECAL.
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FIGURE 4.20: The layout of the calorimeter system : SPD/ PS detector scheme (left). A
photograph (right) from upstream side of the side C of the SPD when opened. A part
of the first module of the PS can also be seen. Figures adopted from [85, 86].

Fig.4.21 illustrates the elementary periodic structure of both the ECAL and
HCAL calorimeters, while Fig.4.22 shows the granularities for different detector
regions. Similarly to the PS/SPD detectors, the ECAL is divided into three
regions with different cell sizes, whereas the HCAL has two different cell sizes.

The ECAL is built out of 3300 shashlik type detector modules with 4 mm thick
scintillating tiles alternated with 2 mm thick lead sheets [87]. Scintillation light is
captured and transported via wavelength shifting (WLS) fibers running through
the holes in the module to photomultipliers located at the module’s end. The
total depth of the electromagnetic calorimeter is 25X0, and the energy resolution
is σE/E = 10%/

√
EGeV ⊗ 1% 12 [88].

The HCAL is an iron/scintillator calorimeter with tile geometry. The
scintillator tiles are 4 mm thick alternated with 16 mm thick iron. Scintillation
light is guided through WLS fibers at the edge of the modules to photomul-
tiplers for further readout. The total depth of the hadronic calorimeter is 5.6
of hadronic interaction length (λI), and the energy resolution for hadrons is
σE/E = 69%/

√
EGeV ⊗ 9% [88].

FIGURE 4.21: Elementary periodic structure of calorimeters. Figure adopted from [62].

12 ⊗ - adding in quadrature.
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FIGURE 4.22: Granularity for different detector regions of the SPD, PS, ECAL (left) and
HCAL (right). One quarter of the detector is shown. The cell dimensions are given for
ECAL and reduced by ≈ 1.5% for SPD/ PS. Figures adopted from [62].

FIGURE 4.23: A photograph from upstream side of the ECAL (left) and HCAL (right)
detectors. Figures adopted from [89, 90].

4.2.1.6 Muon system

The LHCb muon detection system is primarily used to trigger on high pT
muons at the early level trigger and to identify all final state muons in the
offline reconstruction. Consequently, the efficient and accurate detection and
identification of muons play a crucial role in many of the key decays defined in
the wide LHCb physics program, since they are present in the final states of the
considered decay channels [91]. The muon identification is an essential feature
in the analysis performed in this dissertation.

The muon detection is performed in five stations of muon chambers
(M1-M5) of rectangular shape, positioned at the most downstream side of the
LHCb
spectrometer [62]. Fig.4.24 (on the left) illustrates the layout of the muon system.
The station M1 is positioned in front of the SPD and PS. The remaining four
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stations (M2-M5) are placed downstream the calorimeter system and are inter-
leaved with 80 cm thick iron absorbers to absorb hadrons from the calorimeters.
In addition, the presence of these iron walls means that muons with momenta
below 6 GeV/c cannot reach the M5 station.

FIGURE 4.24: Side view of the muon system layout(left) and a photograph (right) of
the back view of the M5 station wall. Figures adopted from [92, 93].

The muon chambers are gaseous detectors, multi-wire proportional chambers
(MWPC) with Ar/CO2/CF4 (40:55:5)% as a gas mixture used for all regions
except the inner region (R1) of the station M1. Because of higher occupancy
this region is instrumented with gas electron multipliers (GEM) filled with
Ar/CO2/CF4 (45:15:40)% [62]. In addition, in a similar way as in the calorimeter,
there are different regions in the muon station with different granularity patterns,
R1 to R4, with increasing distance from the beam axis. A photograph of the back
view of the muon chambers installed in the M5 station can be seen in Fig.4.24
(on the right).

To comply with the stringent requirements of the trigger at its earliest level,
the excellent time resolution and efficiency of each muon station are needed.
This is obtained with the chamber geometry and gas mixture described above.
Moreover, the muon identification procedure should provide high muon effi-
ciency while keeping the incorrect identification probability of hadrons as muons
at the lowest possible level. An average muon identification efficiency at 98%
level is feasible for pion and kaon misidentification below 1% at high transverse
momentum [92]. This excellent performance of the muon system makes the
LHCb apparatus a perfect experimental environment for studying decays with
muons in the final state.

4.2.2 The trigger and stripping

The rate at which data are produced in LHCb is far larger than the capacity
available to record and store it. Hence, a versatile trigger scheme, efficient
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for both leptonic and hadronic final states, is required to cope with a variety
of modes with small branching fractions.

For the LHC and LHCb operation conditions in 2010-2012 the trigger was
responsible for reducing the bunch crossing rate from∼15 MHz to about 5 kHz of
data recorded and stored [62]. To do this efficiently with the minimum necessary
buffering, its architecture had been structured intro three levels: one hardware
known as Level-0 (L0), and two software called High-Level-Triggers (HLT1 and
HLT2).

In order to make a decision the LHCb trigger uses all its sub-systems intro-
duced in the previous paragraphs. The conditions describing trigger decisions
are collected in the so-called trigger lines. Combinations of the trigger lines,
together with a L0 configuration, form an unique trigger which is tagged with
the Trigger Configuration Key (TCK). The TCK is a 32 bit unique key which
labels a trigger configuration where lower 16 bits specify L0 one. For each
event the TCK number is stored along with the information which trigger lines
accepted this event. During the data taking period the trigger was re-optimized,
i.e. in 2011 and 2012 two and eight different TCKs were used, respectively.
General features of each trigger level are introduced below, while a comprehen-
sive treatment can be found in [62].

The stored data are filtered further through a set of offline selections called
the stripping, performed centrally by the LHCb computing services. To save
the disk space and to speed up access to the data, the stripping output files are
grouped into streams which contain similar selections. The general features of
the stripping selection are addressed below.

4.2.2.1 Hardware trigger

The L0 trigger stage has to quickly find general signatures of interesting
decays and reduce the event rate from 15 MHz to 870 kHz13. At such a high rate
the L0 bases its decision on information from calorimeters and muon chambers.
Events with either high pT muons or ET deposits in the calorimeter are selected.
Subsequently, different L0 decisions are assigned to the candidate if the following
conditions are satisfied:

• L0-Muon : occurrence of one stub14 in the muon chambers with transverse
momentum above 1.48 GeV/c;

• L0-DiMuon : presence of a pair of stubs in the muon chambers with
a product of the transverse momenta above 1.296( GeV/c)2;

• L0-Hadron : occurrence of one cluster in the HCAL with transverse
energy above 3.5 GeV/c2;

• L0-Photon : presence of one cluster in the ECAL with transverse energy
above 2.5 GeV/c2, hits in the PS and no hits in the SPD;

13 ∼1 MHz is the frequency at which the full detector can be read out.
14 A track segment within one station in the (x, z) projection.
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• L0-Electron : occurrence of one cluster in the ECAL with transverse
energy above 2.5 GeV/c2, hits in the PS and at least one hit in the SPD.

The threshold on the number of tracks is set to be lower than 900 hits for
L0-DiMuon and lower than 600 hits for other trigger decisions. It allows the L0
trigger to reject candidates with too many particles.

The analysis described in this dissertation uses the L0-Muon and L0-Hadron
triggers. The L0-Muon is the main trigger for particle decays with one or more
muons in the final state, while the L0-Hadron selects heavy flavour decays with
hadrons in the final state.

4.2.2.2 Software trigger

All candidates accepted by the L0 trigger are processed by a purely software
trigger, composed of HLT1 and HLT2 stages, running on a PC farm. The HLT1
reduces the output rate of the L0 down to about 50 kHz and, subsequently, the
HLT2 decreases it to 3 kHz and 5 kHz in 2011 and 2012, respectively.

The HLT1 examines the L0 decisions with progressively more information
from the VELO and the tracking stations. It performs a partial reconstruction of
tracks and muon identification by employing a combination of requirements on
tracks with a high pT and large displacement from the PV.

The HLT2 trigger contains algorithms which are more time-consuming;
however, it provides a more precise reconstruction. It reconstructs all tracks
in the event with pT > 500 MeV/c and selects candidates based on the lepton
identification, lifetime information and invariant mass [68].

The candidates accepted by the trigger are split into three categories:

• Triggered On Signal (TOS): a candidate for which a positive trigger
decision is generated owing to the sufficient presence of the signal, i.e. the
signal under study is sufficient to trigger the event;

• Triggered Independently of Signal (TIS): a candidate for
which a positive trigger decision is generated independently of the
presence of the signal, i.e. the event would also have been triggered without
the signal under study;

• Triggered On Both (TOB): a candidate which is neither TIS nor TOS.

The LHCb trigger system allows the trigger efficiency to be evaluated in
a data-driven way, which is called the TISTOS technique [94]. A general
formula for the trigger efficiency evaluated on the selected events reads

ε
Trig/Sel
TOS = N

Trig/Sel
T ISTOS/N

Trig/Sel
TIS , (4.2)

which determines the TOS efficiency over a TIS subsample, where all quan-
tities can be measured directly from the data. The assumption that TIS effi-
ciency is independent from the chosen subsample is the main assumption of this
approach.
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4.2.2.3 Stripping selections

The stripping is a preselection of the channel in question. Each of such
loose set of preselection criteria is embedded in a stripping line. In the case
when stripping lines are updated or new ones are introduced, the data are
successively re-stripped. The stripping selection reduces the event rate further
by a factor of 104. These kinds of selections are offline, i.e. they are performed
with the data stored on tape. The latest stripping for data from Run 1 is tagged
as S21r0 for 2012 and S21r1 for 2011. Knowledge of the reconstruction and
stripping versions is the most important to identify the data set used in a specific
physics analysis. The main groups of similar selections are distributed into
the following stripping streams: Bhadron, Charm, Dimuon, EW, Leptonic,
Semileptonic, Radiative. These selections allow different working groups
to avoid processing of the whole triggered dataset. Each individual LHCb user
can provide his/her set of loose selection criteria for his/her decay in question
in a dedicated stripping line. However, in the central processing of data, the
stripping lines have a finite bandwidth. They must therefore make an initial
selection of the decays for general purpose, which preserves as much signal
as possible while keeping the retention of candidates within acceptable limits.
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Search for the decay Xb→ K−µ+

These studies are devoted to the search for the phenomenon of baryon (B)
and lepton (L) number violation, with the B–L conservation. Many modern
extensions of the SM postulate that the baryon number is only an approximate
symmetry which is broken by small amounts. If confirmed, it would have
a deep impact on our understanding of the evolution of the Universe, both its
early history and the late-time future. The violation of the baryon number is
an essential ingredient for the creation of an asymmetry between matter and
antimatter observed in the present Universe.

The LHC offers a plethora of opportunities in flavour physics, since a com-
plete spectrum of b–hadrons is available at LHCb, including B(s), B+

(c) mesons
and Λb baryons. The work described in the present thesis aimed mostly at
searching for baryon and lepton number violation in the decay of Xb → K−µ+

(Xb = Λb, Ξ
0
b ). The LHCb experiment has already measured a series of quantities

related to heavy baryons, which are summarized in Tab.5.1.

TABLE 5.1: Overview of b–baryons considered in the motivated search.

Review of Particle Physics [1]:
Particle quark content mass ( MeV/c2) lifetime τ (ps) c · τ ( mm) I(JP )

Λb udb 5619.5± 0.4 1.451± 0.013 0.435 0(1
2

+
)

Ξb usb 5793.1± 2.5 1.49± 0.19 0.446 1
2
(1
2

+
)

LHCb measurements:
Measured quantity Reference

m(Λb) = (5619.53± 0.45) MeV/c2 [95]

m(Ξb)−m(Λb) = (172.44± 0.39) MeV/c2 [96]

→ m(Ξb) = (5791.9± 0.6) MeV/c2

τ(Λb) = (1.48± 0.01) ps [97]

τ(Ξb)/τ(Λb) = 1.006± 0.021 [96]

→ τ(Ξb) = (1.477± 0.026) ps
f
Ξ0
b

fΛb

B(Ξ0
b→Ξ

+
c π

−)

B(Λb→Λ+
c π−)

B(Ξ+
c →pK−π+)

B(Λ+
c →pK−π+)

= (1.88± 0.04± 0.03)× 10−2 [96]
fΛb
fu+fd

= (0.40± 0.11)× [1− (0.031± 0.005)× pT ( GeV)] [98]

An excellent performance of the LHCb apparatus allowed the search for the
processes in question to be performed. This chapter describes the details of
such a measurement in the context of the LHCb environmental framework. The
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studies have been carried out within the Rare Decays Working Group [99] of the
LHCb collaboration. The Author of this thesis got along with the main part of
each step of the analysis described below.

The early section of this chapter describes the general analysis strategy
followed by an outline of the datasets and simulated samples used in this study.
The next sections specify the work performed for developing the selection of
the signal extraction and a series of cross-checks performed on control channels.
Finally, the experimental results are translated into upper limits on the branching
fractions as there is no contribution from the considered signal channels.

5.1 Analysis strategy

The study of the decay of Xb → K−µ+ (Xb = Λb, Ξb) is based on the
measurement of the relative branching ratio. The Λb → pK− decay, whose
decay topology is very similar to that of the signal channels, is chosen to be
the normalization mode, as it provides enough statistics and its branching ratio
is already measured. The advantage of this approach is that the most of the
selection efficiency uncertainties tend to cancel in the ratio to a large extent
and only a reduced systematic uncertainty will enter into the final result. One
may notice that the present uncertainty of B(Λb → pK−) is relatively high
(i.e. 18 % [1]). However, the relevant hadronization factors cancel in the ratio
because of the presence of the same hadron in the final state of both decays.
A branching ratio, or its upper limit in the case of null observation, could then
be simply evaluated by normalizing all measured events or the obtained upper
limit related to the known decay.

The generic formula to calculate the number of triggered and selected events
reads:

N =

∫
Ldt · σbb · 2 · fq · Bvis · εTOTAL, (5.1)

where L is the integrated luminosity, σbb is the bb cross section, the factor 2
accounts for the presence of the bb pair in each single process, fq represents the
probability of b hadronization to the relevant hadron, Bvis stands for the visible
branching fraction in a given process and εTOTAL contains the product of all
relevant efficiencies: the LHCb acceptance, trigger, reconstruction, stripping and
final selection ones.

The search for Xb → K−µ+ decay involves primarily the tracking and the
muon systems of the LHCb spectrometer, combined with both hardware and
software triggers. A distinctive advantage of muon as a final state particle is the
fact that they travel all the way through the detector (to the outermost muon
system), so the detector can trigger on the muons and measure their transverse
momenta with a good precision (see Sec. 4.2.1.6). Furthermore, the PID system
provides efficient distinction among kaons, protons and pions (see Sec. 4.2.1.4),
which is crucial to distinguish final states of otherwise identical topology.



Chapter 5. Search for the decay Xb → K−µ+ 49

Introducing the Λb → pK− normalization channel, the branching fractions
can be extracted from:

B(Λb → K−µ+) =
N(Λb → K−µ+)

N(Λb → pK−)
×

εTOTALΛb→pK−

εTOTALΛb→K−µ+
× B(Λb → pK−), (5.2)

B(Ξ0
b → K−µ+) =

fΛb
fΞ0

b

× N(Ξ0
b → K−µ+)

N(Λb → pK−)
×

εTOTALΛb→pK−

εTOTAL
Ξ0
b→K−µ+

× B(Λb → pK−), (5.3)

where the latter contains an extra factor related to the b hadronization propor-
tionality between signal and normalization channels.

The determination of the ratio of the efficiencies with respect to the normal-
ization channel in the above equations may be decomposed into six factors:

εTOTALΛb→pK−

εTOTALXb→K−µ+

=
εGENΛb→pK−

εGENXb→K−µ+

×
ε
REC/GEN
Λb→pK−

ε
REC/GEN
Xb→K−µ+

×
ε
STRIP/REC
Λb→pK−

ε
STRIP/REC
Xb→K−µ+

×
ε
TRIG/SEL
Λb→pK−

ε
TRIG/SEL
Xb→K−µ+

×
εPIDΛb→pK−

εPIDXb→K−µ+

×
ε
BDT/PID
Λb→pK−

ε
BDT/PID
Xb→K−µ+

,

(5.4)
where different terms refer subsequently to the efficiencies related to the LHCb
acceptance, reconstruction, stripping, specific trigger lines over selected signal
events, PID criteria and multivariate selection.

The analysis has been performed in a blind approach, i.e. without looking
at the relevant data distributions during the process of analysing data. It is the
optimal way in search analysis to reduce or even eliminate the experimenter’s
bias, i.e. the unintended influence on a result in a certain direction. The imple-
mentation of a blind analysis relies on hiding ("closing in the box") signal regions
around known masses of mother particles. Any events in the signal regions are
kept hidden until the analysis sequence, selection requirements and background
estimations are fixed. Since the selection is fully developed and checked, the
signal box could then be opened and examined ("opening the box").

The dedicated stripping selection is used and it selects events with the Λb
absolute mass difference to the Particle Data Group (PDG) reference value,
mΛb,PDG = 5619.5 MeV/c2 [1], to be lower than 500 MeV/c2. The distribution of
Kµ invariant mass is divided into the following regions:

• Λb signal region: | mKµ −mΛb,PDG |< 50 MeV/c2,

• Ξ0
b signal region: | mKµ −mΞ0

b ,PDG
|< 50 MeV/c2,

• middle-sideband region: mKµ > 5670 MeV/c2 and mKµ < 5740 MeV/c2,

• lower-sideband region: mKµ < 5570 MeV/c2,

• upper-sideband region: mKµ > 5840 MeV/c2.

Since both signal regions are kept blinded on data until the analysis strategy
is ready and checked, the background expectation is compared with the actual
event count. All sideband regions are then used to fit the background spectra
and obtain an expectation of the background yield in the signal regions.
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The data collected in 2011 and 2012 are processed individually, which is
justified by different LHC running conditions, see Tab. 4.1. The selection opti-
mization takes as a starting point signal MC events passing trough the dedicated
stripping lines as well as the data samples processed with the same sign of the
daughters hypothesis. In this manner the full data sample of the correct sign is
actually used to perform the search.

In addition, B0 → K+π− and B− → J/ψK− decays are used as the control
modes to verify various stages of the selection, in particular the trigger and
particle identification efficiencies.

5.2 Data and Monte Carlo samples

The study described in this thesis uses LHCb data in pp collisions collected
in the years 2011 and 2012 (cf. Fig.4.4). The integrated luminosities of 1.1 fb−1

and 2 fb−1 are recorded at centre-of-mass energy 7 TeV and 8 TeV, respectively.
The technical specification of the samples processing chain within the LHCb
framework can be found in Appendix A.0.3.

A full event and detector simulation is used for signal and background
studies, and also to estimate the generator and reconstruction efficiency. The MC
simulation samples employed in this search can be divided into three classes:
signal, normalization/control and physics backgrounds. All these samples are
produced centrally and are processed in the same manner as real data, starting
from LHCb reconstruction stage.

During the event simulation the products of decays are required to have
their momentum vectors pointing at the angular acceptance of LHCb. This
requirement is known as the generator level cut. Only events that pass this
requirement are saved and subsequently reconstructed. As this study involves
data samples collected in 2011 and 2012 datasets, the MC sets of samples were
also created under these two run period conditions, as summarized in Tab.
5.2. Apart from the difference in the centre-of-mass energy (7 TeV vs 8 TeV),
the beam conditions varied in the z-position of the PV and crossing angle.
Moreover, during the data taking the LHCb detector was using different trigger
configurations to select events of interest that are identified by different TCKs
(see Sect.4.2.2). In the MC production the trigger conditions were emulated using
the TCKs that were chosen to describe the most common trigger conditions
throughout the respective year. For this reason all efficiencies are needed to be
given separately for 2011 and 2012 MC.

TABLE 5.2: Experimental conditions relevant for MC simulations.

Year Energy [ TeV] zPV[mm] crossing angle in x(y) coordinate [mrad]
2011 3.5 0.5 −0.520(0)

2012 4 25.7 0.236(0.100)
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The complete list of MC samples used in this study can be found in Tab. 5.3.
The modes indicated as background channels are considered from the point
of view of possible influence of particle misidentification on invariant mass
spectrum. Because of the wrong mass hypothesis for at least one of the tracks,
the reconstructed invariant mass is shifted (the so-called reflection) and could
possibly peak in the proximity of the Λb and Ξb masses. As follows, a number
of b-hadron decays are reconstructed with the Kµ mass hypothesis in order to
assess the background contamination in the signal mass regions.

TABLE 5.3: MC simulation samples used for the analysis of data collected in
2011 and 2012. All samples are approximately a 1 : 1 mix of magnet-up and
magnet-down detector setups.

Number of events
2011 2012

Signal channels:
Λb → K−µ+ 318,861 276,400
Ξ0
b → K−µ+ 334,028 315,827
Normalization/Control channels:
Λb → pK− 775,995 1,513,745
B0 → K+π− 268,999 531,995
B− → J/ψK− 1,514,494 5,047,185

Background channels:
Λb → pK− 775,995 1,513,745
B0 → K+π− 268,999 531,995
B0 → π+π− 1,160,495 3,067,742
B0
s → K−π+ 1,514,494 3,071,739

B0
s → K+K− 1,532,248 3,052,242

Λb → pπ− 764,750 1,475,492

5.3 Event selection and signal classification

The Λb and Ξb candidates are reconstructed from two oppositely charged
long tracks, where one track is identified as a kaon and the other one as a muon.
Owing to the vast amount of background falling in the signal mass window, the
selection of these decays is challenging and employs the stripping, trigger and
offline selection. To deal effectively with random combinations of track pairs
and backgrounds from reflections, a number of variables are used.

In the following section, the variables used in the selection are defined.
Afterwards, the stripping requirements and explicit trigger lines are indicated.
As a central part, the way of signal and background discrimination including
multivariate selection is described. Finally, the background studies and final
selection optimization followed by the determination of systematic uncertainties
are listed.
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5.3.1 Variables used in the selection

The topology of Xb → K−µ+ decay with an illustration of the relevant
concepts and parameters is sketched in Fig.5.1. The heavy baryon is produced in
the collision of two very high energy protons from the LHC at a location marked
as Primary Vertex, together with many other particles (shown in grey). After
travelling Flight Distance this baryon decays into a kaon and muon at a place
marked as Secondary Vertex. The muons and kaons are traversing the LHCb
detector where the tracking system is used to reconstruct their trajectories with
such a very high precision that it is that clear they do not come from the primary
vertex. The fact that the reconstructed tracks do not cross exactly in two points
reflects the experimental precision of computer reconstruction. To quantify this
issue, the auxiliary variable of impact parameter (IP), the direction angle (DIRA)
and the distance of the closest approach (DOCA) are computed. Below, a full list
of variables that are used in this study to distinguish the signal from background
is given.

FIGURE 5.1: Illustration of Λb decay to a kaon and a muon at the secondary vertex.
Basic variables used in the selection are sketched.

Kinematic variables

• ∆M : the difference between the reconstructed mass of an intermediate
particle and the world average mass value from PDG [1];

• τ : the proper lifetime of the particle;

• p: the momentum of the particle;

• pT: the momentum of the particle in the plane transversal to the beam
direction;

• η: the pseudorapidity of the particle: η = − ln (tan θ/2) = 1/2 · ln
(
p+pL
p−pL

)
,

where θ is the polar angle with respect to the beam axis, pL is the longitudinal
momentum and p is the momentum of the particle;
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Geometric variables

• Impact Parameter, IP: the minimum distance between the PV and particle
trajectory;

• χ2(IP): the χ2 of the IP, the PV with the smallest χ2(IP) value is considered
as the best primary vertex (BPV);

• Flight Distance (FD): the distance between the BPV and the decay vertex;

• χ2(FD): the χ2 of the flight distance;

• DIRA: the angle between the reconstructed momentum of the particle and
its direction of flight from the BPV to the decay vertex;

• χ2
DOF(Vtx): the χ2 of the decay vertex fit over the degrees of freedom;

Track variables

• χ2
DOF(Tr): The χ2 of the track fit over the degrees of freedom;

• P(Gh): The probability that a track is a ghost15;

• PID variables:

– DLLXπ: the delta log likelihood value for a certain particle hypothesis
X with respect to the pion hypothesis, as defined in Sec.4.2.1.4;

– ProbNNX : the output of the neural network based on the evaluation
of the likelihood that the track is a particle of type x = {e, µ, π,K, p},
as defined in Sec.4.2.1.4.

Isolation variables16

• IsoCDF: the CDF isolation [100], defined as follows:

ICDF =
pT(Λb)

pT(Λb) +
∑

track pT(track)
,

where pT(Λb) is the transverse momentum of the Λb candidate. The summa-
tion is made over all other tracks for which the condition

√
δη2 + δφ2 < 1.0

is satisfied, where δη and δφ are respective differences in the pseudorapi-
dity and the polar angle φ between the track and the Λb candidate;

• Iso5: the number of non-isolated tracks for a given track in a cone, ignoring
the other tracks in the subsequent decay chain.

15 The ghost particle is a wrongly reconstructed track which combines hits that are not left by
the same particle.

16 They measure the level of geometrical separation of the given particle with respect to the
others.
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In addition, the maximum of distance of the closest approach between two
daughter particles and the track multiplicity (Ntrack), which is the number of
unique tracks measured in an event in VELO, are defined.

5.3.2 Stripping selection

As mentioned in Sec. 4.2.2, each stripping processing has its unique number.
The detailed specification of the stripping lines used in this study may be found
in Appendix A.0.3, while the exact selection criteria defined within these lines
are reported in Tab.5.4. All lines have very similar selection criteria and are
identical to 2011 and 2012 data. In this stripping selection, the first step after
prerequisite PID cuts are the requirements on the tracks and their combinations.
The latter, labelled as TrackCuts and CombinationCuts were applied to the vertex
fit. The selection applied after the vertex fit is called MotherCuts.

TABLE 5.4: Stripping selections criteria for given channels.

Decay channel: Xb → K−µ+ Λb → pK− B0 → K+π− B−→ J/ψ (µ+µ−)K−

ParticleIdentificationCuts:
Daughter#1 DLLKπ > 0 − DLLKπ > −5 −
Daughter#2 IsMuon = true − − IsMuon = true

Daughter#3 n/a n/a n/a IsMuon = true

TrackCuts:
pT > 250 MeV/c > 250 MeV/c and< 40 GeV/c > 250 MeV/c

p − < 500 GeV/c −
χ2(IP) > 25 > 25 > 25

χ2
DOF(Tr) < 3 < 3 < 3

P(Gh) < 0.3 < 0.3 −
CombinationCuts:
DOCA < 0.3 mm < 0.3 mm < 0.3 mm for J/ψ selection

MotherCuts:
∆M < 500 MeV/c2 < 500 MeV/c2 < 500 MeV/c2

and< 100 MeV/c2 for J/ψ selection

pT − > 350 MeV/c −
τ − < 13.248ps −
DIRA > 0 > 0 > 0 for J/ψ selection

χ2
DOF(Vtx) < 9 < 9 < 45 and< 9 for J/ψ selection

χ2(IP) < 25 < 25 < 25 and< 25 for J/ψ selection

χ2(FD) > 100 > 225 > 169 for J/ψ selection

5.3.3 Prompt trigger lines

An explicit requirement is made on each trigger level. In this search the
most relevant LHCb triggers are those focusing on hadronic and muon final
states with a two prong track topology. Tables 5.5 and 5.6 list the benefits from
each chosen trigger line, where the last raw in each trigger level stands for the
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efficiency taken as the sum of all specified lines, in which the indicated errors are
binomial ones. These efficiencies are determined on the signal MC true matched
events which have passed the dedicated stripping line. Going from stripping→
L0→HLT1→HLT2, at the former trigger level, the logical sum from selected
lines decision is required. The listed lines have been found to be most efficient
on the signal channel - the other tested trigger lines bring no extra bandwidth.

At the L0 level the L0Hadron is used which is based on signatures in the
calorimeter system and sets up the ET threshold. The second line used is the
L0Muon, based on a standalone track reconstructed in the muon
system with the requirement for pT to be larger than 1.468 GeV/c. In addition,
L0Global line is chosen, which performs general selection of candidates which
are accepted by any L0 line. At the HLT1 trigger level the topological lines are
used (Hlt1TrackAllL0, Hlt1TrackMuon) where the decision depends on e.g.
quality of the reconstructed tracks. The chosen HLT2 lines introduce multivariate
training to make a decision (Hlt2Topo2BodyBBDT, Hlt2TopoMu2BodyBBDT).

All lines are required to be TOS except for L0Global, for which the TIS flag
is used. This has been done on the L0 level to enhance the sample while discard-
ing candidates passing the non-hadronic and non-muon triggers. This increases
the L0 efficiency for a combined L0 trigger stage to the level of about 92% (89%)
in 2011 (2012) data sample, where the L0Global_TIS requirement increases
the efficiency of about 4%. As it may be seen in the tables below, by adding the
L0Global_TIS a higher gain on control channels (∼15%) is achieved. The com-
bination of all trigger levels (L0&HT1&HLT2) gives the efficiency of 65.20% and
71.41% for the signal for 2011 and 2012 MC datasets, respectively. As expected,
the muon type lines are of minor importance for the control and normalization
channels, where the same set of trigger lines are used to keep the selection
strategy as similar as possible. They give comparable but slightly lower overall
efficiency, staying anyway at the reasonable level above 40%.

TABLE 5.5: The trigger efficiencies listed for 2011 datasets of signal and control channels.
For a given trigger level a final decision is taken as the logical sum of all specified lines,
while among levels a logical conjunction is used.

Trigger Trigger ε
Trig/Strip
Λb→K−µ+ [%] ε

Trig/Strip
B0→K+π− [%] ε

Trig/Strip
Λb→pK− [%]

stage line
L0 L0MuonDecision_TOS 81.11± 0.12 1.14± 0.06 0.82± 0.02

L0HadronDecision_TOS 28.61± 0.14 49.29± 0.27 48.26± 0.12
↪→ Sum of L0Muon and L0Hadron 88.78± 0.09 50.13± 0.27 48.86± 0.12
L0Global_TIS 32.84± 0.14 32.11± 0.25 33.11± 0.11
↪→ Sum of all selected L0 lines 92.21± 0.08 64.86± 0.26 64.50± 0.11

HLT1 Hlt1TrackAllL0_TOS 75.64± 0.13 52.87± 0.27 53.49± 0.12
Hlt1TrackMuon_TOS 67.13± 0.14 0.77± 0.05 0.54± 0.02
↪→ Sum of all selected HLT1 lines 81.60± 0.12 52.95± 0.27 53.55± 0.12

HLT2 Hlt2Topo2BodyBBDT_TOS 56.95± 0.15 41.86± 0.26 42.01± 0.12
Hlt2TopoMu2BodyBBDT_TOS 65.20± 0.15 0.96± 0.05 0.69± 0.02
↪→ Sum of all selected HLT2 lines 65.20± 0.15 41.92± 0.26 42.07± 0.12
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TABLE 5.6: The trigger efficiencies listed for 2012 datasets of signal and control channels.
For a given trigger level a final decision is taken as the logical sum of all specified lines,
while among levels a logical conjunction is used.

Trigger Trigger ε
Trig/Strip

Λb→K−µ+ [%] ε
Trig/Strip

B0→K+π− [%] ε
Trig/Strip

Λb→pK− [%]
stage line
L0 L0MuonDecision_TOS 77.48± 0.14 0.96± 0.05 0.74± 0.02

L0HadronDecision_TOS 26.98± 0.15 45.48± 0.27 44.74± 0.12
↪→ Sum of L0Muon and L0Hadron 85.96± 0.12 46.21± 0.27 45.29± 0.12
L0Global_TIS 31.61± 0.16 30.40± 0.24 31.49± 0.12
↪→ Sum of all selected L0 lines 89.96± 0.11 61.38± 0.26 61.16± 0.12

HLT1 Hlt1TrackAllL0_TOS 72.84± 0.15 49.29± 0.27 49.89± 0.12
Hlt1TrackMuon_TOS 66.97± 0.16 0.73± 0.01 0.52± 0.01
↪→ Sum of all selected HLT1 lines 80.51± 0.14 49.43± 0.27 49.97± 0.12

HLT2 Hlt2Topo2BodyBBDT_TOS 62.96± 0.17 43.75± 0.27 43.53± 0.12
Hlt2TopoMu2BodyBBDT_TOS 71.41± 0.15 0.89± 0.05 0.67± 0.02
↪→ Sum of all selected HLT2 lines 71.41± 0.15 43.81± 0.26 43.58± 0.12

5.3.4 MVA classification

To discriminate the signal from background in the sample that passed the
above mentioned stripping and trigger criteria, the probability of being signal-
or background-like is attributed to each event. The determination of such
a probability is performed using a multivariate analysis classifier (MVA) [101],
which uses the multi-dimensional observable space rather than each observable
separately. Obviously, sequential requirements on each observable are not able
to exploit possible correlations among different observables. Therefore, the MVA
techniques give better performance in terms of higher efficiency for the same
misclassification rate.

Two types of dedicated MVA discriminants are built on topological variables
and PID information from different detector sub-systems. The first one has been
developed by the Author of this thesis while the latter one is provided by the
DAVINCI package [78] and is trained by the respective PID working group of
the LHCb collaboration [102]. The detail features of both discriminants are given
below.

5.3.4.1 Boosted Decision Tree classifier

The selection described in this section has been developed following the
MVA methods implemented in the TMVA package [103]. The Boosted Decision
Tree (BDT) discriminant [104, 105] has been constructed as the one which gives
a high background rejection across a wide range of signal efficiencies, i.e. this
approach gives the best performance as compared to other MVA methods. BDT
combines many different decision trees, which together form a forest. In this
procedure different boost recipees can be adopted. In this studies the so-called
ADABOOST (adaptive boost) algorithm [106] is used.
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The training of the classifier

For the multivariate approach, the data sample is split into training and
testing samples where the class membership of the events is known. To train
the BDT a data-driven approach is employed for the combinatorial background
representation, while the MC sample is used for the signal. The 2012 data
sample reconstructed with the same sign (SS), namely the Λb → K+µ+, is used
as a source of background distributions for the training. For testing of the
background category the middle and upper 2012 data sidebands are used. The
comparison of invariant mass distribution from the data sidebands and SS data is
presented in Fig. 5.2. For the signal training and testing samples, the Λb → K−µ+

MC is split in half. Each of these halves consists of equal parts of magnet up and
magnet down events. All events of the BDT input samples pass the stripping and
prompt trigger requirements indicated in Sect. 5.3.2, 5.3.3. However, there is no
PID criteria on the simulated samples required in order to keep the similarity
of the signal, control and normalization channels, to which the resulting BDT
discriminant is applied.

FIGURE 5.2: The comparison of data sidebands and the same sign Kµ combi-
nation of 2012 data after the stripping and trigger requirements.

The BDT classifier is designed to suppress combinatorial background and
is based on the kinematic and geometric variables with the best separation
power. The list of input BDT variables is given in Tab. 5.7.
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TABLE 5.7: Input variables to the BDT method. Their definitions are provided in the text.

Mother particle: Daughter particles:
χ2 (IP) Max( χ2 (Tr)/DOF )
χ2 (FD) Max(IP)
χ2 (Vtx)/DOF Max(Iso5)
DIRA DOCA
IsoCDF Min(pT)
pT

In fact, the choice of discriminating observables is vital, and special care
should be taken to remove variables which do not give additional information.
The linear correlation coefficients for input variables have been studied for
signal and background samples. Fig.5.3 presents linear correlations for the set
of input variables that defines the final BDT discriminant. It is clearly visible
that there is a strong linear correlation between DOCA and χ2(Λb,Vtx)/DOF
variables reaching 78%(80%) for the signal (background). Since the decision trees
are mostly inert against useless variables, the impact on the BDT performance
resulting from removing one of these two variables has been verified. However,
the BDT with both mentioned variables is found to be the most robust one.

FIGURE 5.3: The linear correlation coefficients of BDT input variables for signal (top)
and background (bottom) samples.
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Following the BTD training on simulated events, the distributions of the
key variables have been verified on the control channel which is kinematically
similar to the signal one. The distributions are extracted from the control channel
on data and compared to the ones simulated on MC. The details are given in
Sect. 5.4. By studying the input variables in one-dimensional projections, some
MC/Data discrepancies have been spotted. Since the MVA selection tries to
disentangle complicated correlations among the observables, it is more prone to
systematic uncertainties owing to a possible mismodelling of these correlations.
However, the MVA output distributions clearly show differences among the
data that differ in the correlations. Hence, it is easy to spot systematic differences
between the data and the simulation in the MVA analysis by comparing the
MVA outputs. On the basis of this fact the calibration has to be performed.

In addition, the BDT method has to be protected against overtraining, which
occurs when the discriminant is determined to recognized statistical fluctuations
of the training sample. For this purpose the performance of both the training
and testing samples has been compared, since any difference among the results
can indicate the overtraining.

Apart from the aforementioned MVA training issues there is a possibility to
modify the internal training parameters of the chosen classifier. For example,
the optimal tree depth depends on the degree of correlations between variables,
hence it should be optimized for each case. The other parameters taken for
the optimization are the number of trees in the forest, the minimum number of
training events in a leaf node and the number of steps during the optimization of
the number of nodes. The parametric scan has been performed, where a given
set of values for the internal parameters was considered as the best one if the
signal efficiency had the highest value at the level of 99% of background rejection.

Performance of the trained classifier

Apart from the input variables, the choice of the classifier is crucial. Since the
best choice is not always obvious, the comparison of the performance of different
classification techniques on the same sample has been performed. It has been
visualised with the Receiver Operating Characteristics (ROC) curves that may
be seen in Fig. 5.4. The BDT classifier is compared to another commonly used
classifier techniques: BDT with the gradient boost algorithm (BDTG), k-nearest
neighbour discriminant (KNN) and 1-dimensional likelihood discriminant with
decorrelated input variables (LikelihoodD). The BDT classifier has been chosen
as the one yielding the best performance for the present search.
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FIGURE 5.4: Receiver Operating Characteristics for trained classifiers. The names of
the classifiers are explained in the text.

The BDT response for signal and background training samples superimposed
with testing samples is presented in Fig. 5.5, while the overall performance of
the final BDT classifier for different channels is compiled in Fig. 5.6. As it
may be seen, the BDT operand exhibits a similar performance on control and
normalization channels, being also close to the one for the signal channels.
In addition, the BDT discriminant gives a comparable performance on both 2011
and 2012 datasets.

FIGURE 5.5: The BDT discriminant response on training and testing samples

FIGURE 5.6: Performance of the BDT classifier for different channels. The dashed lines
indicate the ROC curves obtained for 2011 dataset while the solid lines for 2012 one.
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5.3.4.2 Calibration of the BDT classifier response

Following the differences in the distributions of the BDT response for MC
and data, the BDT selection efficiency obtained from simulated events might
be overestimated. Such an effect is studied in Sect. 5.4.3. As a consequence,
the BDT response on MC events is needed to be calibrated to the data. The
control channel is used as a reference sample, relying on its topological similarity.
The discrepancy between the data and simulation is assumed to be the same
comparing the reference and signal channels. The BDT PDFs obtained from
fitting to the BDT response distribution of sWeighted17 B0 → K+π− data and
MC allow the extraction of the BDT weight for a given selection requirement
(BDT > x) according to the relation:

εMCcalib
Λb→K−µ+(BDT > x) =

εDataB0→K+π−(BDT > x+ a)

εMC
B0→K+π−(BDT > x+ a)

· εMC
Λb→K−µ+(BDT > x). (5.5)

Using the above formula, the shift (a) between the signal and simulated reference
distribution is handled. The BDT responses on simulated samples are then
calibrated event-by-event using the corresponding weight. The results of the
calibration procedure may be seen in Fig.5.7.
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FIGURE 5.7: The BDT response for 2011 (left) and 2012 (right) MC samples. The
distributions before and after the calibration for signal and control samples are showed.

5.3.4.3 Calibration of the ProbNNX classifier response

The powerful PID selection is being used for reducing the potential sources of
background that come from misidentification of one or both daughter particles.
The optimization of the PID selection criteria relies on ProbNNµ and ProbNNK

distributions. There is one classifier for each particle hypothesis distributed
between 0 and 1. For a given particle hypothesis it is peaked at 1, while the
distributions for all other hypotheses are peaked at 0.

Since the classifier is determined on the basis of not perfect simulation,
it needs to be calibrated. There are two approaches associated with this issue,

17 The so-called sWeight arises from the sPlot technique [107], as described in Appendix C.0.1
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both relying on the phase space binning in transverse momentum, multiplicity
and pseudorapidity of the daughters. Then, the calibration is performed as
an evaluation of the efficiency for a given PID requirement or correcting the
ProbNNX distribution in the simulated samples, which are both used in the case
of this analysis.

To perform the PID calibration, all considered MC signal modes were pre-
pared without any PID requirements. This was done on special data samples
available within the PIDCalib framework. Using such samples for each track
in the signal MC, the efficiency to pass the given PID requirements is evaluated
and averaged over the whole phase space. In addition, the corrected ProbNNX

distributions as a function of definite kinematic variables are obtained. The
results of the calibration procedure may be seen in Fig.5.8.

FIGURE 5.8: The ProbNNX classifier responses for MC and calibrated samples for 2012
data and simulation.

5.3.4.4 MVA discriminants and invariant mass correlation

Since the strategy of this study relies on the determination of the number
of expected background events by looking at invariant mass variable with
the requirement set on MVA responses, it is relevant to verify whether these
variables are uncorrelated. The average MVA response over invariant mass for
three different discriminants is plotted in Fig. 5.9. As it has been shown, the final
constructed discriminant variables are not correlated with the invariant mass
variable.

It is expected that the performance of the ultimate selection is entangled
with each of the defined MVA classifiers. In this way the optimization of the
final selection is performed relying on simultaneous a parametric scan, which
is described in the following section.
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FIGURE 5.9: The average response of the MVA discriminants over invariant mass for
the signal channel of MC 2012. Error bars stand for standard error of the mean.

5.3.4.5 The optimization of the MVA selection

To evaluate the levels of consistency of the data samples with background b
and signal plus background s + b hypotheses, the samples of the selected signal
candidates are analyzed, where 2011 and 2012 data samples are treated as two
independent bins for the confidence level computation [108]. To determine the
maximum sensitivity point of the measurement, an event selection has been
optimized using CLs technique, described in Appendix C.0.2.

The selection is optimized in a three-dimensional space of MVA classifiers
(ProbNNµ, ProbNNK and BDT) simultaneously. The parametric scan has been
performed with an upper limit at 90% confidence level used as the figure of merit.
The number of expected background events for the CLs evaluation is estimated
using the SS data sample, on which the εBgdSelection is determined. The subscript
Selection stands for the ProbNNµ, ProbNNK and BDT requirements, varying in
steps. Then the expected background yields within the signal regions read:

NBgd

Λb,Ξ
0
b

= εBgdSelection ×N
Bgd
init , (5.6)

where the NBgd
init stands for the initial number of expected background events,

determined from the middle and upper data sidebands. The signal efficiency
is taken from the corresponding MC simulation, calibrated to data, as it has been
described in the previous section. The outcome of this procedure is indicated
in Tab.5.8.

TABLE 5.8: The optimized offline selection requirements obtained from para-
metric scan performed for Xb → K−µ+ sample.

Dataset BDT ProbNNK ProbNNµ

2011 > 0.22 > 0.45 > 0.45
2012 > 0.22 > 0.65 > 0.55
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5.4 Studies on control channels

The measurement of the branching fraction of Λb → K−µ+ has been per-
formed relative to that of the normalization channel Λb → pK−. In addition,
the supplementary studies have been performed relying on two extra control
channels, namely B0 → K+π− and B− → J/ψK−.

In fact, the control channel B0 → K+π− is kinematically very similar to the
signal mode and much more abundant when compared to the normalization
mode. Hence, the use of such a control channel is twofold. First, the efficiency of
each step of the selection could be verified, where possible MC/data discrepan-
cies could be estimated and the calibration might be performed. Then, the direct
double-check of the correctness of the selection could be completed using the
B0 → K+π− sample, since its exact branching fraction is known.

The other control channel, B− → J/ψK−, has been selected to get an addi-
tional insight into the analysis aspects related to muon selection. The offline
selection requirements indicated in Tab. 5.9 have been defined for the control
channels as the ones that give a higher signal purity.

TABLE 5.9: The offline requirements for event selection of the control channels.

Channel BDT ProbNNK ProbNNπ ProbNNµ

B0 → K+π− > 0.15 > 0.8 > 0.9 —
B− → J/ψK− — > 0.8 — > 0.95

5.4.1 Fit to the B0 → K+π− data sample

The unbinned maximum likelihood fit is performed, being implemented as
the minimization of a ROOFIT [109] calculated likelihood function by the ROOT
implementation of MINUIT [110]. This fitting procedure is used for any fits
described in this thesis.

The fit to the distribution of the Kπ invariant mass is performed for two dif-
ferent event selections, both defined to handle possible MC/Data discrepancies.

The first selection follows a similar strategy to the one optimized for the
signal channel, except the BDT requirement. It is used to select the BDT cali-
bration sample. The second one, dedicated to the B0 → K+π− signal selection
exclusively, includes BDT and PID requirements. This selection is used to verify
the exactness of the event selection defined in the analysis strategy. The offline
requirements of the defined selections are indicated in Tab. 5.9.

The physical background is composed of two body b-hadron decay reflections
and partially reconstructed decays. The event selection of the B0 → K+π−

is assumed to yield data samples composed of classes of modes listed in Tab.5.10.
The fitting procedure includes scaling of the contamination from different

decay modes, as explained in Sect.5.5. The outcome of the invariant mass fitting
procedure performed for the two selections described above may be seen in Fig.
5.10 and Fig. 5.11. For the purpose of the calibration procedure on top of the
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fitted model PDF the sP lot technique has been employed. General ideas behind
this method are given in Appendix C.0.1. The exactness of the event selection
strategy is verified by comparing the fitted yield after full offline selection with
the expected one. The details are given below.

TABLE 5.10: Classes of modes assumed to be present in selected data samples for
B0 → K+π− control channel studies.

Misidentified Partially reconstructed
modes: background:
B0
s→ π+K− B0 → K+K−π0

B0
s→ K+K− B0

(s) → K+π−π0

B0
(s) → π+π−
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FIGURE 5.10: Fits to the Kπ invariant mass for 2011 (left) and 2012 (right) datasets after
the selection defined for BDT calibration procedure. The individual contributions are
shown as curves labelled in the legend. The resulting pull distributions are attached in
the bottom of the plots. This convention will be followed in many subsequent plots.
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FIGURE 5.11: Fits to the Kπ invariant mass for 2011 (left) and 2012 (right) datasets after
full off-line selection. The individual contributions are shown as curves labelled in the
legend.
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5.4.2 Fit to the B− → J/ψK− data sample

The event selection for the B− → J/ψK− control channel indicated in Tab.5.9
is assumed to yield the data sample composition of a clear signal mode which
is modelled as a double CrystalBall PDF [111]. The final fit to the 2012 dataset
is presented in Fig. 5.12. On top of the fitted model PDF the outcome of the
sP lot technique has been applied.
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FIGURE 5.12: Fit to the J/ψ K invariant mass for 2012 dataset after full offline selection.
The individual contributions are shown as curves labelled in the legend.

5.4.3 MC/data discrepancies

Using the above mentioned control channel data sample, the sWeighted dis-
tributions of the key variables for data are compared to the simulated ones. The
calibrated distributions are used for the MC MVA event selection, as described
in Sect.5.3.4.2 and Sect.5.3.4.3. The exemplary distributions for the 2012 dataset
are presented in Fig.5.13, while the additional ones may be seen in Appendix B.
To quantify the discrepancy between the two distributions of a given variable,
the Separation Power (SP) variable is introduced. The value of SP is determined
from two normalized histograms and their bin contents hX(i), hY (i) and it is as
follows:

SP (X, Y ) =
1

2

N∑
i

|hX(i)− hY (i)|. (5.7)

Its value lies within the range 0 − 1, where 0 means total agreement of both
distributions with no separating power, and 1 stands for total disagreement with
the maximum separating power.
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FIGURE 5.13: MC/Data discrepancies in kinematic variables for considered datasets.
The mother transverse momentum (left) and CDF isolation (right) variables are pre-
sented. The value of SP is given for quantitative comparison of different datasets. The
individual distributions are labelled in the legend.

Since the discrepancies in the MC simulation compared to the data have been
spotted, they have to be taken into account as they may possibly influence the
BDT classifier output. This is verified by direct comparison of the BDT response
distributions from the control channel for the simulation and the signal extracted
from data, as illustrated in Fig. 5.14. As follows, the BDT calibration is applied
according to the description in Sect.5.3.4.2.
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FIGURE 5.14: BDT responses on B0 → K+π− sample for data (calibration sample) and
MC for 2011 (left) and 2012 (right) datasets.

5.4.4 The comparison of expected and observed B0 → K+π−

yields

The expected B0 → K+π− yield has been estimated from Eq. 5.1. The
comparison with the observed number of events determined from the fit to
the data may be treated as the the final test of the exactness of the selection.
The expected yields are evaluated for the integrated luminosity of the whole
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available data, processed as indicated in Sect.5.2. The integrated luminosities
are taken with 1.71(1.16)% uncertainty for 2011(2012) data, respectively [112].
The cross-sections σ(pp→ bbX) for the two given energies are:

σbb = (284± 20± 49)µb
√

s = 7TeV, (5.8)

σbb = (329± 20± 57)µb
√

s = 8TeV, (5.9)

where the value for 2011 conditions has been adopted from the LHCb
measurement [51], while for 2012 it has been extrapolated from theory
prediction 18.

Referring to Eq.5.4 the subsequent factors for a total efficiency are determined
and averaged over different magnet polarities. All efficiencies have been ob-
tained relying on MC samples and are compiled in Tab.5.11, where the quoted
errors are statistical ones, added in quadrature for the total efficiency.

The generator level cut efficiencies, denoted as εGen, correspond to the detec-
tor acceptance of 10 < θ < 400 mrad. After event generation only those events
are saved where all daughter tracks traverse through the detector. Such events
can be then correctly reconstructed. The fraction of such events determines the
generator level cut efficiency.

The efficiencies related to the reconstruction, namely εRec/Gen, denote the
efficiencies for all daughter particles reconstructed as Long tracks with respect
to the ones generated within the LHCb acceptance. The value may be misleading
when compared to the excellent performance of the muon track reconstruction,
presented in Fig.4.12. The difference lies in the definition of the reconstruction
efficiency. Extracting the efficiency from MC, one calculates its value with respect
to the fraction of generated tracks within the LHCb acceptance. The quoted
data-driven method determines the value with respect to the tracks which
are reconstructible (with enough number of hits in the appropriate tracking
detectors). To be more specific, the MC based method is embedding two factors,
i.e.:

εRec/Gen =
NReconstructible

NGenerated
× NReconstructed

NReconstructible
. (5.10)

Combining reconstruction efficiencies for different track types (as it has been
done in this analysis), one should consider non-negligible differences in the
interaction cross-section for kaons, pions and muons which propagate relatively
long distances (interact only through the weak and electromagnetic forces),
which affects the εRec/Gen. In addition, a small difference between the 2011 and
2012 efficiency is due to changes that have been performed at the level of tracks
reconstruction algorithms.

The events passing the physics trigger requirements are then filtered offline
by the stripping requirements indicated in Sec. 5.3.2. The stripping selection
efficiency, εStrip/Rec, is determined as the fraction of a certain stripping line which
accepts tracks from those being reconstructed.

18 Scale factor has been calculated for PYTHIA bb cross-section used for 2011 and 2012 simula-
tion in LHCb.



Chapter 5. Search for the decay Xb → K−µ+ 69

Subsequently, the trigger efficiency for the considered channel is taken for
MC events after the full selection, εTrig/Sel. The following section shows that this
approach is compatible with the data-driven method for the trigger efficiency
determination.

Finally, the MVA discriminant selection efficiency is calibrated to data. The
PID efficiency, εPID, is evaluated using the PIDCalib method, as described
in Sect.5.3.4.3, while the efficiency for the BDT selection is calibrated to data,
as described in Sect.5.3.4.2.

TABLE 5.11: Efficiencies determined on MC for B0 → K+π− sample. Binomial errors
are quoted and their relative values are added in quadrature for total efficiencies.

Efficiency [%] 2011 2012
εGen 18.50± 0.08 19.01± 0.01
εRec/Gen 52.69± 0.16 50.21± 0.14
εStrip/Rec 23.91± 0.19 24.66± 0.17
εTrig/Sel 44.51± 0.31 43.03± 0.49
εPID 33.56± 0.66 30.87± 0.19
εBDT/PID 63.56± 1.45 60.86± 1.87

εTOTAL 0.221± 0.007 0.190± 0.007

The corresponding fragmentation factor and branching ratio are:

fd = (40.5± 0.6)%, (5.11)

B(B0 → K+π−) = (1.96± 0.05)× 10−5, (5.12)

whose values were taken from PDG [1]. Using all assumed values of the para-
meters listed in Tab.5.11, the expected yields read:

NB0→K+π−

expected (2011) = 9981± 2117, (5.13)

NB0→K+π−

expected (2012) = 20444± 3906. (5.14)

The yields obtained from fitting to the B0 → K+π− data sample read:

NB0→K+π−

fitted (2011) = 12212± 139, (5.15)

NB0→K+π−

fitted (2012) = 27728± 196. (5.16)

The obtained expected B0 → K+π− yield is then ∼ 1.1σ (∼ 1.9σ) away from
the yield extracted from the fit for 2011 (2012) dataset, which shows that the
efficiency calculation has been performed in a proper way.
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5.4.5 Verification of the trigger efficiency

To mimic the selection defined for the signal mode, the same set of trigger
lines has been used for the control channels, as it is stated in Sect.5.3.3. To verify
the efficiencies determined on MC the TISTOS method (see Sect.4.2.2.2) has
been applied to the control channels. The overall trigger efficiency evaluated on
the selected events, εTrig/Sel is factorized as follows:

εTrig/Sel = ε
Trig/Sel
L0 × εTrig/SelHLT1|L0 × ε

Trig/Sel
HLT2|HLT1L0, (5.17)

ε
Trig/Sel
L0 = ε

Trig/Sel
L0TOS + ε

Trig/Sel
L0TIS (1− εTrig/SelL0TOS ). (5.18)

Since at the L0 trigger level the different trigger flags are used. Asking for
a positive decision of the HLT2 trigger reduces the statistics considerably, thus
the εTrig/SelHLT2|HLT1L0 is determined from the simulation. The true trigger efficiency
from MC determined using the TISTOS tagging provides a reference point
and allows to verify how well the TISTOS method performs. In addition, it
makes possible to evaluate the bias on the TISTOS method and use this bias as
a systematic uncertainty assigned to this kind of approach.

The general formula of the method applied to the TIS type of trigger tag
reads:

ε
Trig/Sel
T IS = N

Trig/Sel
T ISTOS/N

Trig/Sel
TOS , (5.19)

which is used to determine the TIS efficiency over the TOS subsample for the
L0Global line. Similarly, for the TOS type of trigger tag the TOS efficiency
over the TIS subsample for all specified signal trigger lines at each trigger stage
is defined:

ε
Trig/Sel
TOS = N

Trig/Sel
T ISTOS/N

Trig/Sel
TIS . (5.20)

The results from different methods of trigger efficiency evaluation are given
in Tab.5.12 for both control channels. It has been found that the trigger is
well simulated, where the overall trigger efficiency taken from MC amounts
to (44.51 ± 0.64)% and (43.03 ± 0.49%), which are 1.45σ and 0.56σ away from
the values evaluated from data driven method for the 2011 and 2012 dataset,
respectively. The discrepancy between the values determined on MC and data
is accounted as respective systematic uncertainty.

The final cross-check performed on the B− → J/ψK− sample allowed the
verification of the quality of simulation of the muonic trigger type. It has been
found that the trigger efficiency on this channel determined from the simulation
amounts to (86.24 ± 0.21)% which is 0.61σ away from the value that has been
found using the data-driven method.
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TABLE 5.12: Trigger efficiencies determined for the simulation of the control channels
and verified with TISTOS method. The value of εTrig/Sel variable has been determined
from the number of events after the full offline selection.

Channel Dataset εTrig/Sel [%]
MC TISTOS (Data) TISTOS (MC)

B0 → K+π− 2011 44.51± 0.64 40.47± 2.79 39.08± 4.09
B0 → K+π− 2012 43.03± 0.49 43.33± 1.77 40.26± 2.97
B− → J/ψK− 2012 86.24± 0.21 88.03± 2.89 87.52± 1.46

5.4.6 Trigger bias on BDT output

Extended studies have been performed to verify the effect of possible
discrepancies that could come from the hadronic and muon trigger type when
the BDT calibration coefficient is translated from B0 → K+π− to the signal
sample. The relation between these two types of triggers has been evaluated for
the BDT response taken for B− → J/ψK− after the selection specified in Tab.5.9.
The trigger bias on the BDT response is defined as the ratio of two normalized
histograms of the BDT response distribution for two different types of trigger at
the L0 level, where the effect is assumed to be critical. Such a trigger bias has
been studied by comparing the simulated distribution to the one obtained from
sWeighted distribution on data. The results related to the BDT range of interest
may be seen in Fig. 5.15.

The conclusion is that the difference in the BDT response with respect to
the trigger bias (different trigger type) is negligible - the ratio stays close to 1.
Thus, the trigger bias is not taken into account during the BDT calibration proce-
dure. However, it is taken into consideration in the final systematic uncertainty
evaluation, see Sect.5.7.
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FIGURE 5.15: Trigger bias as a function of the BDT response determined on
B− → J/ψK− control channel.
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5.5 Background characterization

The fit to the data samples is needed to handle the contamination of b-hadron
misidentified backgrounds that have survived the selection. The following
channels with corresponding branching ratios [1] are considered as sources of
backgrounds due to reflections:

• B(B0 → K+π−) = (1.94± 0.06)× 10−5,

• B(B0
s→ K+K−) = (2.49± 0.17)× 10−5,

• B(B0
s→ π+K−) = (5.5± 0.06)× 10−6.

All of them are kinematically similar to Xb → K−µ+. To assess these background
contributions to the Λb and Ξ0

b mass regions, the B0 → K+π− control sample
is used. As follows, the control sample is considered with Kµ invariant mass
hypothesis which gives access to the backgrounds due to reflections. Appro-
priate ProbNNX requirements, indicated in Tab.5.13, have been found to access
an invariant mass shape for each contributing misidentified channel. The BDT
requirements when extracting those shapes are the same as for the final selection
of Xb → K−µ+ (cf. Tab.5.8). The invariant mass distributions of each misiden-
tified channel are modelled with the Crystal Ball PDF. The exponential and
Gaussian PDFs are used, when needed, to model the partially reconstructed,
combinatoric and peaking backgrounds. Figures 5.16,5.17, 5.18, 5.19 show the
fitted shapes of the invariant mass distributions for considered misidentified
channels and different datasets.
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TABLE 5.13: The offline ProbNNX selection requirements for misidentified
channels.

Channel Kaon ProbNNK Pion ProbNNK Pion ProbNNπ

B0
(s)→ π+K− > 0.8 − > 0.95

B0
s→ K+K− > 0.8 0.95 −

The Λb→ h+h′− class of decays can potentially provide a contamination of
the Λb signal region. The following decays with corresponding branching ratios
are investigated [1]:

• B(Λb → pK−) = (5.3± 1.0)× 10−6,

• B(Λb → pπ−) = (4.4± 0.8)× 10−6.

For the final selection defined for the Xb → K−µ+ the total efficiency, including
the PID and BDT requirements, for the above mentioned channels is found to
be (4.2 ± 0.8) × 10−7 for Λb → p K− and (6.4 ± 1.2) × 10−7 for Λb → p π−. In
conclusion, the full selection reduces significantly the contamination from these
sources. Owing to the fact that these efficiencies are two orders of magnitude
lower with respect to the other considered b–hadron decays, and taking into
account the branching ratio of the Λb→ h+h′−, these processes are assumed to
be negligible within the fit to the signal data sample.
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5.5.1 Background in the signal mass regions

The particular PDFs of peaking backgrounds have been fitted separately to
the distribution on the control channel using events surviving the BDT selection
and appropriate ProbNNX requirements, as described in the previous subsec-
tions. Then, the physical background PDF is taken as a product of PDFs of each
misidentified channel with the coefficients left as free parameters in the full
model PDF. The combinatorial background is modelled with the exponential
function.

The results of the fitting procedure performed on signal channel data are
presented in Fig.5.20 and Fig.5.21. The number of expected background events
with uncertainties in each dataset, together with the observed number of events,
is given in Tab.5.14. For the number of expected background events the error
is statistical one. The procedure of estimating the systematic uncertainty, which
turned out to be negligible, is given in Sect.5.7.

TABLE 5.14: The number of expected background events obtained from the fits to
the sidebands of the Λb and Ξ0

b baryon masses. The number of observed events after
opening the box is given.

Channel: Dataset Expected Observed
Λb → K−µ+ 2011 3.5± 1.1 5

2012 5.8± 1.3 3

Ξ0
b → K−µ+ 2011 1.2± 0.5 1

2012 1.7± 0.5 3
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FIGURE 5.20: Distribution of Kµ invariant mass for the 2011 sample after full opti-
mized selection. The vertical dashed lines define the blinded regions during selection
optimization. The red solid line shows the result of the fitting procedure to a defined
background model PDF in the sidebands of the (K+ µ−) invariant mass. A linear (left)
and logarithmic (right) scales are used.
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5.6 Normalization of the signal yield

To estimate the signal branching fraction for Xb → K−µ+, the number of
the observed signal events, N(Xb → K−µ+) is normalized to the number of
events in the Λb → pK− channel. This procedure is performed according to the
formulas defined in Sect.5.1, which can be generalized as follows:

B(Xb → K−µ+) = αXb ×N(Xb → K−µ+), (5.21)

where αXb is the overall normalization factor, defined for two signal channels:

αΛb =
B(Λb → pK−)

N(Λb → pK−)
×

εTOTALΛb→pK−

εTOTALΛb→K−µ+
, (5.22)

αΞ0
b

=
B(Λb → pK−)

N(Λb → pK−)
×

εTOTALΛb→pK−

εTOTAL
Ξ0
b→K−µ+

× fΛb
fΞ0

b

. (5.23)

The branching fraction used in the normalization of the signal yield amounts
to:

B(Λb → pK−) = (4.9± 0.9)× 10−6, (5.24)

which corresponds to the current estimate as given by the PDG [1]. An extra
factor that enters the normalization factor for the Ξ0

b → K−µ+ decay, stands for
the relative rate of Λb to Ξ0

b baryon production. The measurement performed
by LHCb, indicated in Tab. 5.1, makes it possible to estimate its value to be
fΛb/fΞ0

b
= 0.19 ± 0.01, assuming B(Ξ0

b → Ξ+
c π
−)/B(Λb → Λ+

c π
−) ≈ 1 and

B(Ξ+
c → pK−π+)/B(Λ+

c → pK−π+) ≈ 0.1.
The MVA event selection poses the following requirements: BDT> 0.15,

ProbNNK > 0.8 and ProbNNp > 0.9 for normalization channel. This reduces the
background from the misidentification of one or both decay daughters particles
and rejects a combinatoric background, the latter having a wide range of signal
efficiencies. The efficiencies of the ProbNNX discriminant are calibrated to data
in the same manner as described in 5.3.4.3. The BDT classifier trained on the
Λb → K−µ+ signal channel is applied to the normalization mode, where the
selection efficiency is extracted from the data driven way. The efficiencies for all
introduced steps of the event selection for signal and normalization channels are
summarized in Tab. 5.15 and Tab.5.16 for 2011 and 2012 datasets, respectively.
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TABLE 5.15: Efficiencies determined for signal and normalization channels for 2011
dataset. Binomial errors are quoted and their relative values are added in quadrature
for total efficiencies.

Efficiency [%] Λb → K−µ+ Ξ0
b → K−µ+ Λb → pK−

εGen 18.68± 0.06 18.68± 0.06 19.09± 0.07
εRec/Gen 60.15± 0.18 60.72± 0.17 48.47± 0.11
εStrip/Rec 56.55± 0.23 56.94± 0.22 47.12± 0.16
εTrig/Sel 75.14± 0.56 76.18± 0.49 47.42± 0.64
εPID 71.95± 0.32 73.42± 0.34 21.97± 0.24
εBDT/PID 35.64± 0.22 39.56± 0.21 71.60± 4.36

εTOTAL 1.224± 0.014 1.428± 0.017 0.325± 0.009

εTOTALΛb→pK−/εTOTALXb→K−µ+ 0.266± 0.035 0.228± 0.009 —

TABLE 5.16: Efficiencies determined for signal and normalization channels for 2012
dataset. Binomial errors are quoted and their relative values are added in quadrature
for total efficiencies.

Efficiency [%] Λb → K−µ+ Ξ0
b → K−µ+ Λb → pK−

εGen 18.92± 0.08 18.92± 0.06 19.9± 0.1
εRec/Gen 57.02± 0.19 57.62± 0.18 45.9± 0.08
εStrip/Rec 54.36± 0.25 55.70± 0.23 45.99± 0.12
εTrig/Sel 81.91± 0.83 81.54± 0.49 43.75± 0.47
εPID 57.45± 0.37 59.22± 0.38 21.18± 0.24
εBDT/PID 34.99± 0.38 38.70± 0.24 66.29± 2.74

εTOTAL 0.966± 0.017 1.135± 0.014 0.258± 0.006

εTOTALΛb→pK−/εTOTALXb→K−µ+ 0.267± 0.011 0.227± 0.008 —

The full selection applied for the normalization channel gives a clear signal.
The signal yield that fulfils Eq. 5.2 is evaluated from the unbinned maximum
likelihood fit. The exponential PDF for combinatorial background and the Gauss
PDF for the signal have been used to model the (pK) invariant mass distribution.
The output of the performed fits is shown in Fig. 5.22 for 2011 and 2012 datasets.
The resulting yields obtained from fitting to the Λb → pK− data samples together
with overall normalization factors are indicated in Tab.5.17.
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FIGURE 5.22: Fit to the pK invariant mass for 2011 (left) and 2012 (right) data after full
selection.

TABLE 5.17: Yields obtained from the fit to the Λb → pK− data samples and
the final normalization factors used to estimate the signal branching fraction
for Xb → K−µ+.

CMS energy 7 TeV 8 TeV

NΛb→pK−

fitted 689± 27stat ± 13syst 1552± 41stat ± 30syst

αΛb (1.89± 0.42)× 10−9 (0.84± 0.16)× 10−9

αΞ0
b

(8.52± 1.68)× 10−9 (3.78± 0.74)× 10−9
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5.7 Systematic uncertainties

Several systematic uncertainties have been already discussed. In addition, the
internal consistency of the analysis has been verified by performing appropriate
cross-checks, in particular comparing data and MC distributions or by splitting
data into independent subsets.

Here an additional source of external uncertainty is taken into account, which
is due to (known) uncertainties of input parameter values. Owing to the
normalized measurement, the number of such parameters is limited - the
systematics uncertainties including those coming from luminosity, cross-section
and fragmentation are simply cancelled. The most significant uncertainty of
this kind is related to the branching ratio of the normalization channel, which
amounts to a relative value of 18.38%.

In case of measurement of the branching fraction for the decay channel
Ξ0
b → K−µ+ an additional factor appears, namely the ratio of fragmentation

fraction of b → Ξ0
b and b → Λb. The latter is known with the relative error of

5.25%, as adopted from [96].
In addition to the indicated external errors, the experimental systematic

uncertainty may be defined, based on incomplete knowledge about detector
acceptances or trigger efficiencies, incorrect background characterization etc.
More potential sources of experimental systematic uncertainty are specified
below.

Another possible source of systematic uncertainty is related to the detector
geometric acceptance due to imperfect MC description of the detector. However,
all other LHCb studies revealed that the the MC description of the detector
is reasonable. In addition, most of the potential imperfections of this kind cancel
in the normalization procedure. Hence no systematic uncertainty is set to the
ratio of generator level efficiency.

Since this analysis is probing the branching ratio, the track reconstruction
efficiency is an important quantity to be estimated. It expresses the feasibility
of reconstructing trajectories of charged particles that have passed through the
whole tracking system. In view of estimating this efficiency from the simula-
tion, it is relevant to assign a systematic uncertainty to this method. For the
momentum spectrum of the J/ψ decay products, the efficiency ratio of data
and simulation amounts to (100.9± 0.6)% for 2011 data [113]. This introduces
the systematic uncertainty of about 0.4%. In addition, the effect of hadronic
interactions leads to the the systematic uncertainty for hadrons as well, ow-
ing to their interactions with the material. This effect is assumed to be at the
level of about 1.1%. In general, these two types of uncertainties are partially
cancelled within the normalization procedure. However, the signal channel
includes a muon in the final state in contrary to the fully hadronic normalization
channel. Thus, the overall systematic uncertainty related to this issue is taken as
the sum of squares of the two above mentioned systematic uncertainty sources
accounting to be of 1.17%.

The trigger efficiencies have been assessed on MC for all the modes. The
consecutive TCK configuration over the 2011 and 2012 data taking has been
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verified as a potential source of systematics, since the MC samples are produced
using a single, representative TCK per year. Hence, on top of the centrally
produced MC files additional TCKs have been simulated using appropriate
MOORE versions. These studies yielded small fluctuations, below 1%.

The more thorough cross-checks of the trigger efficiency evaluation have
been performed with the data-driven method using more abundant control
channels. The details may be found in Sect. 5.4.5 where data-MC discrepancies
are estimated and the impact of different trigger types on the relative trigger
efficiency determination is studied. Relaying on the TISTOS technique, it has
been found that the trigger itself and the ratio of different trigger types are
reasonably well simulated within the errors. Finally, 2% of systematic uncertainty
is assigned to the relative trigger efficiency, which is assumed to account for all
trigger related issues discussed here.

There is also a noticeable source of systematics uncertainty in the PID
calibration procedure. It is related to the choice of binning for variables, where
we assume that the PID response of the RICH detectors can be accurately de-
scribed by these variables alone. In particular, the MC does not correctly re-
produce the multiplicity distribution. To handle this issue, PID efficiencies
have been extracted for the control channel with two different binning schemes:
without the multiplicity distribution and with the one corrected to data. The
variation here amounts to 0.8% of the relative difference with respect to the bin-
ning which includes the corrected multiplicity variable. This error is assumed to
cancel within the normalization. The independent cross-check has involved the
PID efficiency value extracted from the yields obtained from fits to the control
channel data. The results of this method are compared with those obtained from
the 2-dimensional PIDCalib evaluation. The relative difference between these
two efficiencies amounts to 5.97% with respect to the one obtained from the
control channel. To account for the uncertainty related to the PID calibration the
6% uncertainty is assigned for the relative PID selection efficiency determination.

The BDT discriminant is optimised using MC events for the signal, hence
it relies on an accurate description of the input variables. Thus, any discrep-
ancy between data and MC is the source of systematic uncertainty on the BDT
selection, where the MVA method itself does not introduce additional systematic
uncertainties. To deal with the data-MC discrepancies spotted within compared
BDT responses, the calibration procedure using the control channel has been
performed. In addition, the possible trigger bias has been studied and concluded
to be negligible. The BDT selection efficiency, related to the differences arising
from its determination from MC and data in the normalization channel, amounts
for 5%. However, this uncertainty partially cancel in the normalizing procedure.
In conclusion, the 2% uncertainty has been assigned to the relative BDT selection
efficiency determination.

The systematic uncertainties coming from the fitting procedure applied to
the invariant mass distributions are the last studied source of systematics. They
might arise from a non-perfect knowledge of the models used to fit the mass
distributions (e.g. PDF shapes assumed). With regards to the evaluation of
normalization yield, the signal and combinatorial shape modelling has been
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checked by refitting the data with variations of the assumed PDFs. The relative
difference between the yields extracted from the performed fits is taken as
the systematic uncertainty. The overall systematic uncertainty assigned to the
Λb → pK− yield corresponds to the sum of the squares of the two indicated
sources of systematic uncertainty and amounts to 1.95%.

The source of systematic uncertainty on the background yield in the signal
region is related to the modelling of the background in the full model PDF. The
classes of misidentified modes are modelled using PDFs extracted from data, as
described in Sect. 5.5. The systematic uncertainty arising from the parameters
corresponding to the contributing PDFs has been studied together with the
combinatoric background modelling. This has been checked by performing the
fit on toy Monte Carlo samples, corresponding to variations in the fit model
parameters. As follows, the Cholesky decomposition [114] of a given i-th PDF
systematics covariance matrix has been done:

Ci = Li · LTi , (5.25)

where Li is a lower triangular matrix and LTi is its transposition. A statistically
large number (100,000 in this analysis) of k element random vectors, ~vki were
generated19 for i-th PDF definition and k fitting parameters. This constitutes the
full model PDF where the contributing PDFs correspond to: Bs → K+π− PDF
(11 free parameters), B0

s→ K+K− PDF (6 free parameters), Xb → K−µ+ PDF (4
free parameters). A set of weighted vectors ~wki has been calculated using the
formula:

wi = Li · vi. (5.26)

The vectors ~wi were used to randomly change the estimated number of back-
ground events within the uncertainties described in the fitted PDF covariance
matrix. The outcome of this procedure is the systematic error for estimated
number of background events calculated as the difference between initially esti-
mated value and 68% confidence level values of the distribution obtained from
the above described procedure. The calculated systematic error has been found
insignificant and, thus, neglected (cf. Tab.5.18).

Ultimately, all systematic uncertainties are compiled in Tab.5.18, where the
selection efficiency related to Λb → pK− stands for the combined MVA selection
uncertainty defined above, taken with a sum of the squares of both the BDT
and ProbNNX . It can be seen that the dominant uncertainty is due to the the
branching fraction of the normalization channel, while all the other errors stay
at a relatively low level.

19 The generation has been performed according to the standard Gaussian distribution.
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TABLE 5.18: Summary of the systematic uncertainties. The totals correspond
to the sum of the squares of corresponding partial uncertainties.

Source of systematic uncertainty Estimated systematic uncertainty [%]
Λb → K−µ+ Ξ0

b → K−µ+ Λb → pK−

Branching fraction n/a n/a 18.38

Track Reconstruction Efficiency
related to Λb → pK− 1.17 1.17 n/a

Trigger efficiency related to Λb → pK− 2.0 2.0 n/a

Selection efficiency related to Λb → pK− 5.4 5.4 n/a

Total efficiency related to to Λb → pK− 5.8 5.8 n/a

Signal yield from the mass fit n/a n/a 1.95

fΞ0
b
/fΛb n/a 2.13 n/a

Total 5.8 6.18 18.43
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5.8 Results on the B(Xb → K−µ+)

After the permission given by the LHCb collaboration to unblind the signal
region for the purpose of this dissertation, no significant excess of events has
been observed there, as it can be seen in Fig.5.20 and Fig.5.21 for 2011 and
2012 dataset, respectively. The numbers of observed events are summarized in
Tab.5.14.

Assuming that the full selection yields a number of events S, which is statis-
tically compatible with the average number of expected background events B,
the experimental result is translated into an upper limit on the branching ratio.

To quantify that there is no statistically significant contribution from the
considered signal channel, a widely used and commonly accepted statistical
method called CLs [115] has been used. The general ideas behind this method
are described in Appendix C.0.2. The procedure is applied with the inputs
indicated in Sect.5.6.

Additional systematic uncertainties correspond to the so-called nuisance
parameters. The latter are defined as a parameters which are not of immediate
interest but which must be accounted for in the evaluation of the quantity
in question. The nuisance parameters considered in the branching fraction
evaluation are associated with founded external and experimental systematic
uncertainties specified in Sect.5.7.

The two independent selections defined for 2011 and 2012 datasets are treated
as two channels with corresponding systematic uncertainties. The CLs method
is applied to the scenario with expected and observed background yields under
the hypothesis to observe background events only in the Xb → K−µ+ selection.

5.8.1 The expected upper limit on the Xb → K−µ+

The distribution of the expected CLs value versus the assumed branching
ratio is shown as a dashed line Fig.5.23. It has been evaluated under the hypoth-
esis to observe background events only in the Xb → K−µ+ selection. At the 95%
confidence levels, the expected upper limits (median of all toy experiments in
the CLs method) for the branching fraction of both signals in question, including
the systematic uncertainty, are found to be:

B(Λb → K−µ+) < 4.3× 10−9 at 95% CL, (5.27)

B(Ξ0
b → K−µ+) < 1.3× 10−8 at 95% CL. (5.28)
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5.8.2 The observed upper limit on the Xb → K−µ+

After opening the blinded signal mass ranges, the distributions of the
observed CLs values are calculated, including the systematic uncertainties. The
observed upper limits for the branching fraction of both signals in question are
determined:

B(Λb → K−µ+) < 3.6× 10−9 at 95% CL, (5.29)

B(Ξ0
b → K−µ+) < 1.8× 10−8 at 95% CL. (5.30)

FIGURE 5.23: Expected (dashed) and observed (solid) CLs curves with 68% (yellow)
and 90 % (green) containment bands, under the hypothesis to observe background
events only. The black solid line represents the observed value of CLs, while the
dashed one – the expected CLs value.

As described in Sect.2.2, the processes involving violation of baryon (B) and
lepton (L) number are expected in many extensions of the SM. The experimental
searches for such phenomena have been summarized in Sect.3.1. However,
no previous studies have investigated the possibility of beauty baryon decays
violating the B and L . This study presents the search for the Λb and Ξb baryon
decays to a charged meson and a charged lepton, conserving charge in all decays.
No evidence of these decays has been found and the limits indicated above are
given. These limits do not violate the predictions of higher generation models
[42], which, for B and D decays predict the BNV decay branching ratios of the
order below 10−28 and 10−29, respectively.





Chapter 6

Background studies for exotic
decays

The experimental signature of long-lived exotic particles (LLP) is a displaced
vertex (DV) with daughter particles produced at a significant distance from the
interaction point of the incoming proton beams.

The reconstructed displaced vertices might be formed from b–hadrons pro-
duced in SM processes pp → bbX . Owing to their significant cross section,
they are the dominant source of expected background. Hence, an identification
of b–hadrons and precision measurements of their properties are crucial for
understanding and normalizing the backgrounds for measurements of higher-
mass objects that decay into bb. In addition, theoretical predictions have to be
experimentally verified, since they are an integral part of any particle physics
experiment, being a helpful tool for designing the detectors and defining their
experimental performance.

The measurements performed in pp collisions in different rapidity ranges are
generally consistent with the theoretical calculations. However, the comparisons
are affected by large theoretical uncertainties (see Sect.3.2).

Within the framework of the LHCb software, external MC generators are
incorporated to include theoretical models for pp collisions. As it has been
described in Sect.2.3.1, the b–quark production cross section can be computed
at NLO accuracy in a pQCD expansion. The key issue is to handle the higher
terms in the perturbation series in a proper way, supporting the NLO matrix-
element/parton-shower merging procedure. For this purpose, special methods
have been proposed for introducing the NLO calculations into the parton shower
algorithms. One of them is the POWHEG, implemented in a general computer
framework called POWHEG-BOX.

For the studies described in this dissertation, which are among others dedi-
cated to the bb production cross section with inclusive final states, the POWHEG
has been incorporated to generate and simulate what is observed in a detector by
means of a given physics process. As a result, the bb and cc production cross sec-
tions have been measured and the kinematic characteristics of the background
have been investigated using the seed-based method.

This chapter describes the Author’s implementation of POWHEG to the
research in question, namely the exotic decays. At first the special MC samples
used are discussed and the measurement of σ(bb) with inclusive final states
is described. The central part of this chapter provides a discussion of obtained

87



88 Chapter 6. Background studies for exotic decays

characteristics of the generated b-hadrons and of the reconstructed b candidate
vertices between the PYTHIA and POWHEG generators. Finally, the chapter
is concluded with brief argumentation how this findings could shed some light
on the subject of the exotic searches at LHCb.

6.1 Event simulation using POWHEG

The PYTHIA generator provides only the LO calculations of the bb and cc
production. For this reason, its use might only be reasonable to generate samples
for the detector acceptance and efficiency studies. Therefore the POWHEG-BOX,
which includes calculations at NLO level, is justified to be used to compare the
angular characteristics on data with theoretical expectations. The discussion
on calculations of the bottom production cross section at the LHC environment
is given in Sect.2.3, while the basic ideas of the integration of the NLO calcula-
tions with MC event generators are described in Sect.2.3.1.

The PYTHIA as a general purpose event generator is one of the main MC
event generators employed in the GAUSS simulation project. Using its LHE
interface, the POWHEG method made it possible to perform MC event simu-
lation at NLO accuracy in the official LHCb MC production campaign. The
implementation of this issue is based on incorporating the POWHEG-BOX gener-
ator and its interfacing with the PYTHIA production tool. The way of interfacing
the POWHEG-BOX with the LHCb generator software package, performed by the
Author of this dissertation, is described in Appendix A.0.2.

The MC production in the LHCb collaboration is provided centrally by the
respective team. The production is performed according to the needs of each
analysis team, giving the event type and required statistics to the production
system. A substantial part of the MC samples used in the measurement de-
scribed in the present work has been prepared centrally. However, the local
test production has been performed by the Author of this dissertation using
the computing resources of ACK CYFRONET AGH [116]. This has been done
before the official release of the software package of POWHEG-BOX interface to
the LHCb simulation chain, after which the central production could be per-
formed. The statistics of the simulated sample, used in the analysis of the data
collected in 2011, are summarized in Tab.6.1. The generator and production
types, together with PYTHIA or POWHEG-BOX as the generator, and the central
or local production are specified. The statistics are given for a different event
types with reference to the analysis they are dedicated to.
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TABLE 6.1: MC samples used in the analysis of data collected in 2011.

Event MC sample Number Related
type production of events analyses
bb inclusive Central PYTHIA 6&8 4 M [54] [117] [25]
bb inclusive Central POWHEG-BOX 9 M [54] [117] [25]
bb inclusive Local POWHEG-BOX 9 M [54] [117]
cc inclusive Central PYTHIA 6&8 5 M [54] [117]
Wbb Local POWHEG-BOX 1.5 M [117]
WZ Local POWHEG-BOX 1.5 M [117]
tt Local POWHEG-BOX 3 M [117]

6.2 Measurement of σ(bb) with inclusive final states

Experimentally, one can study the production of a bottom quark either from
exclusively reconstructed b–hadrons or from secondary vertices identified as
decay vertices of b–hadron. The method used in this measurement is based on
the latter. Since the b–quark carries heavy mass, the b–hadron characteristics
are close to the the quark level (see Sect.6.2.2). Therefore, the procedure based
on the inclusive final states depends less on the fragmentation processes as
compared to the measurements based on exclusive decay channels. Furthermore,
an important advantage of this method is high statistics, which allows for
exploring angular correlations between the bb pairs, and a larger kinematical
region as compared to exclusive reconstruction. On this basis, the measurement
of the bb production cross section is performed using inclusive b–hadron SV
reconstruction, based on an excellent performance of the LHCb vertex detector
and tracking system.

Since the procedure described above selects also, though with lower
efficiency, an inclusive sample of cc, the bb and cc cross sections can be measured
simultaneously. These measurements based on data collected in 2010 have been
concluded and the results published in [54]. For the time being a similar analysis
has already been started to get differential cross section.

6.2.1 Analysis strategy

The analysis starts with selecting events with exactly one reconstructed
PV, determined by at least five particles having the hits in the VELO detector.
Inclusive b or c candidates, the so-called seeds, are the SVs reconstructed from
two or three tracks likely to be a part of the decay products of a b– or c–hadron.
Hence, the seeds are reconstructed based on the criteria similar to those used for
the b–hadron reconstruction.

Since it was found that the trigger efficiency as a function of seed pseudo-
rapidity forms a plateau in η ∈ (2.5− 4.0), this interval has been chosen as the
fiducial region of the measurement.



90 Chapter 6. Background studies for exotic decays

The measurement has been performed using data collected by LHCb in pp
collisions at the centre-of-mass energy of 7 TeV corresponding to an integrated
luminosity of ∼18 pb−1, since this analysis considers only events with one PV20.

In LHCb the pp collisions are simulated using PYTHIA 6.4 as the physics
event generator. The latter provides only LO of the bb production, and is used in
this work only for detector acceptance and efficiency studies. For this purpose,
PYTHIA LO simulation of MC event samples of bb-, cc-inclusive and light quark
(minimum bias) events has been used. In addition, the POWHEG NLO simulation
of MC event samples, produced with predictions at the NLO level, has been used
to compare the measurement performed on data with theoretical expectations.
The comparison of these two MC generators has been performed, including
angular and momentum correlations.

The selected data sample composition is evaluated using a BDT discriminant
with gradient boost algorithm [106]. Finally, the cross sections based on seed
pairs from the fiducial region have been determined, following the formula:

σ(pp→ bb(cc)X) =
N obs

2seeds −N
bkg
2seeds

εbb(cc) × L
, (6.1)

where N obs
2seeds is the sum of bb (cc), N bkg

2seeds is the sum of light quark and fake seeds
contributions, εbb(cc) is the total efficiency for detecting two seeds, and L is the
luminosity corresponding to the events with exactly one PV.

Seed reconstruction

A seed is reconstructed using tracks with high IP with respect to the recon-
structed PV. It is made up of two or three tracks from all the tracks in the event
which fulfill the requirements defined for the decay products of a b–hadron.
The tracks used to form two- or three-track seeds have to satisfy the following
conditions: (i) track momentum > 2.0 GeV/c, (ii) track pT > 0.6 GeV/c, (iii)
χ2/ndof < 2.5(3.0) of first (second and third) track, (iv) track IP significance
(IPS21) with respect to PV > 2.5.

Reconstructed seeds are required to have pT > 1.0 GeV and
zPV − zSV > 1 mm. As follows, they are classified according to the sum of
their IPS in the case of two-track seeds, or according to the SV χ2 for three-track
seeds. They have to be unique, i.e. they are not allowed to share any track with
any other seed. In general, the reconstructed seeds are characterized by: (i) seed
direction - the direction between PV and SV, (ii) seed four-momentum - a sum of
the four-momenta of constituting tracks, (iii) seed invariant mass - the invariant
mass of all tracks forming the seed.

In the case of two seeds reconstructed very close in azimuthal angle (∆φ), they
are most likely originating from the same b–hadron or from the chain b→ c→
hadrons. For this reason, a merging procedure has been applied in order to purify

20 Data were collected at different average number of interactions per bunch crossing, where
its average value was µ≈1.9.

21 IP significance is defined as the IP divided by its error.
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the sample. It relies on merging pairs of seeds if the invariant mass of all tracks
forming the two seeds is below 5.5 GeV/c2. The merged seed inherits the best
parameters (invariant mass, transverse momentum etc.) of the initial two seeds,
in the sense that it is formed from three tracks with their minimum distance in
∆R =

√
∆η2 + ∆φ2 with respect to the merged seed direction. The seed merging

procedure based on the requirement of the invariant mass of all the tracks of the
two seeds is justified, since it removes a large fraction of fake seeds at low ∆φ.
In other words, the requirement on seed invariant mass corresponds mainly to
seed pairs having low ∆φ. Hence, the event selection avoids requirements on the
variable that is the point of interest, namely ∆φ, whose correlation distributions
give information on different production mechanisms. In this case it is preferable
not to bias this variable.

The fraction of light quark seeds has been verified with MC sample. However,
no candidate has been found with two seeds out of the 40M minimum bias
simulated events after the trigger requirement.

The validation of the method applied to find the inclusive vertices of b– or
c–hadrons has been performed on data. An exclusive decay B0 → D−π+ (and
subsequent D− → K+π−π−) was fully reconstructed for bb, and the sample
D− → K+π−π− for cc validation. The particles in the event not belonging to the
fully reconstructed signal have been considered as a pseudo sample of inclusive
b–hadrons, and they were used to reconstruct seeds.

Event selection and calibration

At the trigger stage it is requested that at least one of the tracks of the seeds
has fired the TOS trigger. The L0, HLT1 and HLT2 trigger lines used for the
analysis are listed in Tab.6.2. As indicated in the table, at the HLT trigger level
all topological lines decisions have been used.

Since there was no dedicated stripping selection for b-inclusive analyses, the
set of stripping lines from B hadron stream has been used.

It has been found that the trigger efficiency as a function of seed pseudora-
pidity forms a plateau in η ∈ (2.5− 4.0), hence this interval has been chosen as
the fiducial region of the measurement. In addition, for the cross section mea-
surement, the seeds where the constituent tracks have ∆R =

√
∆η2 + ∆φ2 < 0.8

with respect to the seed direction and seed pairs with pT > 5 GeV/c have been
retained. The pointing angle (defined as the angle between the resultant of the
tracks forming the seed and the seed direction) has to be less than 5◦.

TABLE 6.2: The trigger lines chosen for the measurement.

Trigger stage Trigger line
L0 L0Muon, L0Hadron
HLT1 Hlt1Track.∗

HLT2 Hlt2∗.Topo

The seed energy has been calibrated in bins of its corresponding pseudorapi-
dity using events with exactly one b–hadron and one reconstructed seed in the
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MC bb-inclusive sample. First, the seed energy has been calibrated with respect
to the energy of true b–hadron. Afterwards, the seed momentum and transverse
momentum have been recalculated according to the corrected energy.

Since a significant discrepancy in the track multiplicity is observed when
comparing the data and simulation, a reweighting has been applied likewise.

Seed distributions for heavy quarks (bb- and cc-inclusive) differ significantly
and this accounts for discriminant power which is important for bb cross section
estimation. Therefore, the contributions from bb and cc to the selected seeds
have been separated by kinematic characteristics which are determined from the
MC, using simulated samples of inclusive bb and cc from minimum bias events.
A MVA discriminant, the Gradient Boosted Decision Tree (BDTG), is built on
the basis of the set of the following variables:

• seed transverse momentum,

• seed invariant mass,

• sum of χ2 (IP) of all the tracks assigned to the seed,

• sum of pT of the seed constituents with respect to the seed direction.

Fig. 6.1 shows the result of the fit to the BDTG response distribution for the
data compared to bb- and cc-inclusive contributions, from which a composition of
the sample is determined (left plot). The validation on data has been performed
by fitting the BDTG response shape for data with shapes extracted from the
seeds reconstructed from the set of particles opposite to the exclusive decay
B0 → D−π+, as described before.

FIGURE 6.1: The BDTG discriminant response for data fitted with distributions ob-
tained from simulation (left) and with shapes extracted from the seeds reconstructed
from the set of particles without the ones originating from the reconstructed signal
(right), see text for details. The individual contributions are labelled in the legend.
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6.2.2 Kinematic characteristics

The three categories of processes describing the hadron production in pp
collisions indicated in Sect.2.3 can be identified by their kinematic characteristics,
which however differ slightly for different processes. The large samples of bb
MC simulated events allow us to investigate these characteristics, including
the correlations between the b quark and the b–hadron, and between the two
b quarks and the two b–hadrons. As follows, the seed-based measurement
is based on how well the measured b–hadron approximates the properties of
the b quark. The comparison between data and simulation of crucial seed
parameters provides a critical test of the proposed method of measurement of
the hadron production cross section with inclusive final states.

b–quark / b–hadron correlations

The MC production of inclusive bb fully simulated events is used to study the
properties of b quarks and b-hadrons. To fully simulate a bb event, it is required,
at the generator level, that at least one b-hadron is inside the fiducial volume of
the spectrometer.

A direct comparison between the b quark and the b–hadron in the pseudora-
pidity η is presented in Fig.6.2 in terms of the scatter plot of this variable of the
b–hadron vs the corresponding quark value for the events simulated inside the
LHCb acceptance. It is clearly visible that the b–quark and the b–hadron are very
close to each other. This constitutes a direct demonstration how well the heavy
hadron approximates the properties of the heavy quark.

Comparisons between the signal and the seeds from data based reconstruc-
tion have been performed likewise. Strong correlations in pT and η between
the signal and the seed reconstructed from particles originating from the signal
are clearly visible on the left scatter plots in Fig.6.3. The correlation in η dis-
appears while the seeds are reconstructed from particles not belonging to the
reconstructed signal (cf. plot on the right in Fig.6.3).

Angular and momentum correlations

An essential part of the work described in this dissertation has been devoted
to the comparison of the characteristics of the generated b-hadrons with those
of the reconstructed seeds between PYTHIA and POWHEG generators. All the
distributions are for the events having passed the trigger decision algorithms.

The left plot in Fig.6.4 indicates a different behaviour of the difference in
transverse momenta of the two b-hadrons. In the POWHEG sample the two
b-hadrons are closer in pT when compared to PYTHIA. A difference is also
observed in the ∆φ of the two b–hadrons, plotted on the right of Fig.6.4. The
peak at lower ∆φ in the POWHEG sample highlights a possible contribution from
other mechanisms of bb production than the flavour creation, mainly the gluon
splitting.
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FIGURE 6.2: Correlation in pseudorapidity (η) of the quarks at the production stage vs
η of the b–hadron from simulation.

FIGURE 6.3: Correlation in pseudorapidity (η) between B0 → D−π+ decay and seeds
reconstructed with (left) and without (right) the tracks originating from the signal B0.

The angular and momentum correlations may provide information on the
production subprocesses: for example, at the LO the pair is emitted predom-
inantly in a back-to-back topology (originated from the flavour creation pro-
duction mechanism), while at the NLO different topologies (such as flavour
excitation and gluon splitting) contribute to and interfere with the flavour cre-
ation mechanism. The difference in the azimuthal angles (∆φ) is correlated in
a different way with the gluon splitting mechanism giving ∆φ towards 0◦ and
flavour excitation contributing in a flatter way, slightly peaking at 180◦.

In Fig. 6.5 ∆φ between the two seeds and pT of each seed are shown, where
the data are compared with the expected behaviour from simulated bb- and
cc-inclusive POWHEG production. The MC statistics were limited at the time of
performing this study; however, a reasonable agreement between the data and
simulation is observed.
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FIGURE 6.4: Difference in azimuthal angles and transverse momentum (taken as
an absolute value) of two b–hadrons in the bb inclusive events. Distributions are
obtained for PYTHIA at the LO approximation (black line) and POWHEG at the NLO
approximation (green histogram). Histograms are normalized to 1 and for the ∆φ
logarithmic scale is used.

FIGURE 6.5: Difference in azimuthal angles for the two seeds (left) and transverse
momentum of the seeds (right). Black dots are the data, the blue histogram is the
cc contribution and in red the bb one added to the previous one is marked. The bb
contribution is produced with the POWHEG generator while the cc with the PYTHIA
one.

6.2.3 Results and experimental perspectives

The total efficiency for bb and cc cross section measurement has been
determined as the product of the trigger, stripping and seeding efficiencies,
as well as the requirement of seed pairs selection specified in 6.2.1. It amounts
to (6.6± 0.8)× 10−5 and (1.8± 0.2)× 10−5 for bb– and cc–inclusive, respectively.

As it has been mentioned before, L is the luminosity corresponding to the
event sample with exactly one PV. The fraction of crossings with one PV is esti-
mated by splitting data sample according to the value of the interaction multi-
plicity per bunch crossings (µ), for which the Poisson probability of one PV has
been determined.
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The observed number of the selected events with two seeds in the data
is 29843. This sample corresponds to a composition of 17757± 277 bb events and
12086± 315 cc ones.

Finally, the determined values of cross section read [54]:

σ(pp→ bbX) = (79.7± 1.2± 8.7)µb, (6.2)

σ(pp→ ccX) = (104.6± 2.7± 11.4)µb, (6.3)

where the first error is statistical and the second one - systematic. If extrapolated
to the full geometrical and kinematical range by applying a factor of 2.72 for
extrapolation calculated with POWHEG, one obtains:

σ(pp→ bbX) = (218± 24)µb. (6.4)

The quoted uncertainty is a sum in quadrature of statistical and systematic
uncertainties.

There is an alternative LHCb measurement of σ(cc) [118]. However, it was
made with an exclusive decay channel in a kinematic range of transverse mo-
mentum and rapidity of (0 < pT < 8) GeV/c and 2 < η < 4.5, respectively.
Therefore, these results are only in marginal overlap with the ones used in the
analysis described in this thesis.

It is worthwhile to conclude this discussion of the cross section measurement
by referring to its experimental perspectives. For searches dedicated to the BSM
physics the key issue is to explore the backgrounds. Giving some examples of
such searches, already being performed in LHCb, there are analyses triggered by
models as a hidden valley [25] or mSUGRA [117] with displaced vertices in the
final state. All of them exploit the unique LHCb experimental environment with
long VELO geometry and excellent performance of the whole tracking system.

In the example of the SUSY model of mSugra described in Sect.2.2.2, the
search for Higgs-like bosons decaying into long-lived exotic particles is per-
formed on data collected in 2010 corresponding to an integrated luminosity
of 35.8 pb−1. The identified DV can be associated with the decay of long-lived
neutralino χ̃0

1 and χ̃0
1 → 3quarks. From zero signal observed, the upper limit on

the production cross-section for a Higgs signal of this model, for different LLP
lifetimes, LLP masses and Higgs masses has been computed, given in Tab.6.3.
In conclusion, for particular points of the BV model exclusions on production
cross-sections have been set.

The measurement of bb production cross section together with understanding
the properties of background of that kind is a crucial issue when performing
searches for exotic decays. This is because the bb is the dominant source of visible
background. For the time being, the differential cross section measurement is
very well motivated work being performed in the LHCb. The NLO accuracy
in the POWHEG MC generator interfaced with LHCb simulation software chain
is a kind of a supplementary tool, crucial for understanding what is observed in
the detector as a result of the process under study.
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TABLE 6.3: Higgs detection efficiencies and 95% CL upper limit on the production
cross-section for a Higgs signal of the B-violating (BV) model, for a given LLP lifetimes,
LLP masses and Higgs masses. The quoted uncertainties are statistical only. Parameters
of the models considered in this study are indicated likewise, where M1, M2, tanβ,
and µ correspond to standard MSSM parameters [117].

Model M1 M2 tanβ µ τLLP mLLP mh0 ε(%) σUL
[ GeV/c2 ] [ GeV/c2 ] [ GeV/c2 ] [ps] [ GeV/c2 ] [ GeV/c2 ] [pb]

BV48 62 250 5 140 10 48 114 0.384± 0.007 32
BV48-15 62 250 5 140 10 48 114 0.418± 0.017 29
BV20-10 28 250 5 140 10 20 114 0.010± 0.003 1425
BV35-10 46 250 5 140 10 35 114 0.146± 0.010 84





Chapter 7

Summary and Conclusions

The present thesis is concentrated on the search for the baryon and lepton
number violation phenomenon in Xb → K−µ+ (X = Λb, Ξ

0
b ) decay using data

collected in 2011 and 2012 by the LHCb collaboration at LHC. Studies of BNV
are of paramount importance to elucidate new theories constituting the exten-
sions of the SM and to shed some light on such phenomena like baryogene-
sis. This study offers the first direct probe of BNV processes involving beauty
heavy baryons in the initial state. No statistically significant signal of the decay
Xb → K−µ+ has been found and, as a result, the following upper limits on
the branching ratios were set: B(Λb → K−µ+) < 3.6 × 10−9 at 95% CL and
B(Ξ0

b → K−µ+) < 1.8× 10−8 at 95% CL.
The selection criteria were implemented for the signal decay mode

Xb → K−µ+ and for the normalization channel, which was Λb → pK−. The
discrimination between a potential signal of the decay in question and the back-
ground was based mostly on multivariate classifiers. Furthermore, the analysis
required a thorough discussion of trigger lines to be applied as well as careful
studies of various background sources. The latter was performed using MC
events. In particular the background source originating from B→ h+h′− decays
was found to be the most pronounced in this study.

The other part of the thesis is concentrated on the background studies for
exotic searches. Direct and indirect searches for the existence of BSM parti-
cles can be performed at the LHCb spectrometer exploiting its unique forward
acceptance, high vertex and momentum resolution, and excellent particle identi-
fication. The LHCb collaboration has already performed a series of such searches,
where the studies of the expected background from pp→ bbX produced in the
SM processes play the crucial role.

The seed-based measurement of σ(bb, cc) with b-(c-)hadron inclusive final
states, performed with data collected in 2010 by the LHCb collaboration at LHC,
has been described. The determined values of cross section in the fiducial volume
are: σ(pp→ bbX) = (79.7± 1.2± 8.7)µb, σ(pp→ ccX) = (104.6± 2.7± 11.4)µb.
As the main purpose of this part of the dissertation the kinematic characteristics
for the hadron production in pp collisions have been obtained. This was pos-
sible after the interfacing the new external generator, the POWHEG-BOX, into
the LHCb software chain by the Author. These characteristics are given with
b–quark / b–hadron correlations together with angular and momentum corre-
lations, both for two different generators, namely the PYTHIA and POWHEG.
The angular and momentum correlations highlight a possible contribution from
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other mechanisms of bb production than the flavour creation, mainly the gluon
splitting.

All results from searches for exotica at LHCb are consistent with the SM
expectation. Having so, upper limits have been set to the corresponding produc-
tion cross-sections of a given model under study.

It is worthwhile to express the fact that Run 2 of the LHC is now well under
the luminosity production time. By the end of 2018, LHCb expects to have
accumulated about 5 fb−1 of integrated luminosity at a centre-of-mass energy of√
s = 13 TeV. The combination of higher luminosity and larger cross-sections

should lead to a four-fold increase in statistics relative to Run 1. It will be
interesting to see how many of the possible anomalies will stand the test of time.



Appendix A

The LHCb software framework

LHCb uses a common GAUDI software framework [119] for the data
acquisition, simulation and physics analysis that is experiment independent.
In addition, there are several different software tools dedicated to specific tasks.

A.0.1 Data and MC processing

A complete LHCb application chain and data flow are illustrated in Fig. A.1.
The simulation of MC data is performed within the GAUSS project [120, 29].
The pp collisions are generated using external generators (e.g. PYTHIA [121])
with decay models handled with EVTGEN [122]. The interactions of the final
state particles in the detector are implemented with a GEANT4 simulation [123],
including the detector geometry description.

The MOORE project [124] includes all high-level trigger algorithms. The
digitisation of the hits in the individual subdetectors is handled in the BOOLE
project [125], which constitutes the final stage of the LHCb detector simulation.
BRUNEL [77] is a reconstruction application that can process identically the
results of the BOOLE digitization and data directly from the acquisition system.
From this stage of data processing, files containing all reconstructed items, such
as calorimeter and trackers clusters, charged tracks, as well as information
on particle identification from the RICH, calorimeter and muon subsystems
are stored as the so-called DST files. Finally, the DAVINCI application [78] is
an analysis framework which supports the selection of events and analysis
proceeding from further processing of the DST data. In this package, both
the stripping algorithms and the physics analysis software tools are grouped
together.

A.0.2 POWHEG interface with the LHCb simulation chain

The GAUSS as a simulation application consists of two independent phases,
the generation of the primary event and the tracking of produced particles
through the detector [29]. At the first step, the event generator as the spe-
cial external engine plays its own role. At this point, the dedicated interfaces
to call external generators are used, which provide tools to steer the execu-
tion of different generation sequences. The generation algorithm uses tools
that can be plugged in, carrying out specific actions, including the produc-
tion of N pp interactions (Production Tool), generation of a given event sample
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(Sample Generation Tool), or a decay of unstable particles (Decay Tool). Such a tool
structure allows different MC generators to be employed for producing events.
Furthermore, there is a possibility to use text files (e.g. the so-called LHE for-
mat) containing parton level events as the production engines. These events,
produced in one generator, can then be subsequently fed to parton shower and
hadronization phases performed by the other generator, i.e. the PYTHIA one -
the main generator employed in the LHCb simulation framework.

To interface the POWHEG generator, the POWHEG-BOX program [34, 35] has
been incorporated. It is a framework with implementation of the theoretical con-
struction of the POWHEG method. Its interface with the GAUSS project includes
a new package called LbPowheg, which has been written by the Author of the
present thesis, following the standard of the configuration management tool of
the LHCb software facility. The logic of signal sample generation is a special
simplified adaptation of the scheme provided in [126].

New Special Production Tools for the generation algorithm are coded, each
dedicated to a given process available in the POWHEG-BOX. The production tool
sets up the hard process, generation of multiple parton-parton interactions and
evolution of the partons, up to the formation of hadrons. This is carried out by
calling an external generator, i.e. the PYTHIA one. However, the POWHEG-BOX
is called as the subprocess to generate the hardest emission at first, which is
fed into the PYTHIA by storing the hard event information according to the
conventions of the Les Houches Event interface [127]. The flowchart showing
the simulation chain including the POWHEG-BOX stage is shown in Fig.A.1.
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A.0.3 Technical specification of the data and MC samples
processing

TABLE A.1: Versions of the LHCb applications used for the analysis of data.

Application Name Version Purpose
BRUNEL v43r2 central reconstruction of the data
DAVINCI v32r2 central stripping selection of the data
DAVINCI v36r1 physics analysis tools

TABLE A.2: Stripping lines used for the analysis of data.

Stripping Line Name Purpose
StrippingBLVLinesLb2KmuLine Xb → K−µ+

StrippingBs2MuMuLinesNoMuIDLine B0→ K+ π−

Λb→ p K−

StrippingBs2MuMuLinesBu2JPsiKLine B−→ J/ψ (µ+µ−)K−

TABLE A.3: MC event types used for the analysis of data. An event type numbering
is the explicit LHCb internal scheme for MC datasets which describes the way a sample
was produced [128]. All samples were generated with PYTHIA 8, where the appropriate
TCKs were chosen to describe the most common trigger conditions throughout the
respective year, the 0x40760037 and 0x409f0045 for 2011 and 2012, respectively.

Process Event type
Λb → K−µ+ 15112001
Ξ0
b → K−µ+ 16112041

Λb → pK− 15102001
B0 → K+π− 11102001
Λb → pπ− 15102011
B0
s → K−π+ 13102013

B− → J/ψK− 12143001
B0
s → K+K− 13102002

B0 → π+π− 11102013
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Supplement distributions
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FIGURE B.1: MC/Data discrepancies of keys variables extracted from control channel
dataset. The variables were defined in Sect.5.3.1, while the SP value is extracted
according to Eq.5.7. The value of SP is given for quantitative comparison of different
datasets. The individual distributions are labelled in the legend.
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FIGURE B.2: MC/Data discrepancies of keys variables extracted from control channel
dataset. The variables were defined in Sect.5.3.1, while the SP value is extracted
according to Eq.5.7. The value of SP is given for quantitative comparison of different
datasets. The individual distributions are labelled in the legend.



Appendix C

Employed Statistical Tools

C.0.1 sP lot technique

In an attempt to have access to the distribution of a given variable that
is considered as truly unknown in data, one needs to unfold the contributions of
different sources. The sP lot technique allows us to enhance the contributions to
the data sample of particular sources of events, i.e. it gratifies to build histograms
in giving variable keeping all signal events while getting rid of all background
events, and keeping track of the statistical uncertainties. Full details of the
calculations applied to this approach may be found in reference [107]; here
general ideas behind sP lot technique are described.

The sP lot tool applies in the context of an unbinned extended maximum
Likelihood fit which is undertaken on the data to determine the yields of the
various sources, merged into a single sample of events. The events are as-
sumed to be characterized by the discriminating variable (i.e. a variable for which
the distribution of all the sources of events is known) and the control variable
(i.e. a variable for which the distribution of some sources is considered as truly
unknown). The aim of the sP lot is to use the knowledge about the discriminating
variable to infer the behaviour of the individual sources of events with respect
to the control variable.

The crucial point for the reliability of the sP lot analysis is to use an exhaustive
list of sources of events (Nk, k ∈ (1 . . . Ns)) populating the data sample combined
with an accurate description of the PDFs (fi, i ∈ (1 . . . Ns)). If all the fi PDFs
of the discriminating variable are found, the yields Ni can be extracted and
the statistical technique sP lot can be applied to unfold the true distribution of
a control variable for any of the Ns species. This can be obtained with assigning
to all events (ye) the so-called sWeight which is defined as follows:

sPn(ye) =

∑Ns
i=1Vnifi(ye)∑Ns
k=1Nkfk(ye)

. (C.1)

In final, an estimate of the true x–distribution of the species labelled M̃n may
be obtained by histogramming events, using sWeight:

NnsM̃n(x̄)δx ≡
∑
e⊂δxs

Pn(ye), (C.2)
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where the sum runs over the events for which the x value lies in the bin centered
on x̄ and total width δx. On average, one readily reproduces the true binned
distribution labelled Mn: 〈

NnsM̃n(x)

〉
≡ NnMn(x). (C.3)

The inverse of the covariance matrix Vij entering the sWeight formula is
given by the second derivatives of log-Likelihood (−L) maximized beforehand
to determine the free parameters designed to tune the PDFs on the data sample.
The origin of this covariance matrix is in fact the case of the two sets of variables
x and y are uncorrelated.

The main properties of the above quoted formalism rely on maximizing the
likelihood, which implies that each x–distribution is properly normalized, and
in effect for any event:

Ns∑
l=1 s

Pn(ye) = 1. (C.4)

The sP lot provides a consistent representation of how all events from the
various species are distributed in the control variable. It is worth emphasizing
that the obtained reconstructed distribution is pure in a statistical sense: it is
free from potential background arising from the other species. In fact, the more
discriminating variable is employed, the clearer the sP lot is.

The technique is available in the ROOT framework, which has been used in
the work described in this thesis.

C.0.2 CLs technique

When interpreting the result of an experiment, one has to do with hypothesis
testing and the derivation of upper limits. To exclude a possible signal or to
compute the significance of one that is observed, the measured data must be
compared with the predictions of a model which includes new physics, and also
a model which does not, to see which of the two (if either) can be excluded and
at what confidence level.

The CLs method [115] is based on the study of two hypotheses: the so called
"signal plus background" (denoted as s + b) and the null "background only"
hypothesis (marked as b). The former describes the cases in which the observed
spectrum can be explained in the presence of signal and background components.
The latter corresponds to the existence of the background contribution with the
lack of the signal. The observed confidence levels for these two hypotheses read:

CLs+b = Ps+b(Q < Qobs) =

∫ Qobs

−∞

dPs+b

dQ
dQ, (C.5)

CLb = Pb(Q < Qobs) =

∫ Qobs

−∞

dPb

dQ
dQ, (C.6)
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where dPs+b
dQ

and dPb
dQ

are the probability distribution functions (PDFs) for the two
corresponding hypotheses and Q is called the test statistics. The CLs value is de-
fined as the ratio between the confidence level for the signal plus background
hypothesis to the confidence level for the background hypothesis:

CLs =
CLs+b

CLb

. (C.7)

The limits obtained with the CLs method are easily combinable and conservative
in the presence of a downward fluctuation of the number of detected signal
candidates. When multiple results are combined, the PDFs in Equations C.5 and
C.6 are the product of the individual PDFs,

CLs =

∏Nchan

i=1

∑ni
n=0

e−(si+bi)(si+bi)
n

n!∏Nchan

i=1

∑ni
n=0

e−bibni
n!

·
∏n

j=1 siSi(xij) + biBi(xij)∏n
j=1 Bi(xij)

, (C.8)

where Nchan is the number of results (or decay channels) and for each channel i,
ni is the number of the observed candidates, si and bi are the numbers of signal
and background events and Si , Bi are the PDFs of the discriminating variables.
The xij are the values of the discriminating variables (with index j).

The technique is implemented by Tom Junk [108] and is available in the ROOT
framework which has been used in the work described in this thesis. For each
dataset the number of expected signal events was estimated using the formula
defined in Sect.5.6, which gives:

si =
B(Xb → K−µ+)

αXb
, (C.9)

where B(Xb → K−µ+) is the branching fraction of the searched process and αXb
is the so-called normalization factor.

The signals and backgrounds may depend on a variety of parameters which
are not of primary interest (the so-called nuisance parameters) but which are
needed for the measurement, e.g. efficiencies, acceptances, integrated luminosity,
and background production cross sections. Their values are needed in order to
extract measurements of, or limits on, the parameters of interest, and uncertainty
in their values usually results in reduced sensitivity to the parameters of interest.
The systematic errors on observables are parametrized in terms of these nuisance
parameters. Their systematic uncertainties are evaluated using MC method by
running several simulations with different values of nuisance parameters (si, bi).
The values are varied according to Gaussian distribution with the width equal
to the corresponding systematic uncertainty.
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