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Preface

Matter that surrounds us comes in a variety of phases that can be transformed into each other
by a change of external conditions such as temperature, pressure, and composition. A good
example is water that besides the liquid and gaseous phases, features a variety of solid phases
[1]. Transitions from one phase to another are often accompanied by drastic changes in the
physical properties of the matter, such as its electrical and thermal conductivity, elasticity, or
transmittance. One may ask what happens when matter is under extreme conditions of high
temperature and/or density. This question is of relevance for the early stage of the Universe
as we go backwards in the cosmic evolution. It is also important in understanding of the
properties of the inner core of neutron stars, the densest cosmic objects. Here the main players
are no longer forces of electromagnetic origin but the strong interaction, which is responsible
for the binding of protons and neutrons into nuclei and of quarks and gluons into the hadrons.

The first realistic picture of the hadronic matter at high temperature was proposed by Hage-
dorn in the statistical bootstrap model of hadron production [2], well before the discovery of
the Quantum Chromodynamics (QCD) [3]. In this model, hadrons are considered as compos-
ite particles (resonances of lighter hadrons), which results in the exponential increase in the
density of mass states, ρ(mh) ∝ m−5/2

h emh/TH , where mh is the mass of a given hadronic state
and TH is the Hagedorn temperature. This formula is well verified by summing up the mea-
sured hadronic states [4]. A fit to the data yields TH ≈ 170 MeV. An immediate consequence
of the model is that the logarithm of the partition function of such hadron resonance gas and,
thus, all thermodynamical quantities diverge at the limiting temperature T = TH.

In 1973, Politzer [5], Gross and Wilczek [6] discovered that the QCD has properties of
asymptotic freedom, i.e. the interaction between quarks and gluons weakens as they get closer
to one another. It implies that at sufficiently high temperature and/or density, a new phase of
deconfied quarks and gluons, referred to as quark-gluon plasma (QGP) [7–11], can be formed.
The existence of a new phase was later confirmed in the calculations using the lattice formu-
lation of QCD [12, 13]. Within this picture, the limiting temperature TH is close to the critical
temperature for the phase transition between hadrons and quarks and gluons. Moreover, with
point-like quarks and gluons the temperature can grow beyond any limits.
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x Preface

These results inspired the community to explore the possibility to create and study the
quark-gluon plasma by colliding heavy nuclei at high energy. In these collisions, the initial
energy density and temperature should be sufficient to create the QGP for a short time. Exper-
imental programmes started simultaneously in 1986 at the Alternating Gradient Synchrotron
at the Brookhaven National Laboratory (BNL) and at the Super Proton Synchrotron (SPS) at
CERN. Since 2000, the Relativistic Heavy Ion Collider (RHIC) at BNL has been colliding
heavy-ions at

√
sNN = 20–200 GeV. A new era of experimental search for the QGP started in

2009, when the Large Hadron Collided (LHC) at CERN became operational. The LHC was
designed to collide heavy nuclei up to that of Pb at energy of

√
sNN = 5.5 TeV, which is about

30 times larger than that at RHIC.
Author joined A Large Ion Collider Experiment (ALICE) at the LHC in 2007. ALICE is a

dedicated heavy-ion detector, which was designed to exploit the unique potential of nucleus-
nucleus interactions at the LHC energies. The main goal of ALICE is to study the physics
of strongly interaction matter at extreme density and temperature, where the formation of the
quark-gluon plasma is expected. Author has contributed to these studies using high momen-
tum and/or high mass particles and jets (hard probes) to characterize the thermodynamic and
transport properties of the QGP. Author is a key person in the ALICE Collaboration participat-
ing in measurements of transverse momentum spectra (pT) and nuclear modification factors
of hard probes.

This habilitation thesis is based on the results [14–28] obtained by the author in 2010-2018.
It consists of 13 chapters, list of figures, list of tables and references. An introduction to the
strongly interacting matter at extreme conditions is presented in Chap 1. The experimental
apparatus, including ALICE and LHC, is described in Chap. 2. Production of hard probes
in high energy nuclear collisions and their interaction with the hot and dense QCD matter
in theoretical models is discussed in Chap. 3. The results on the production of hard probes at
RHIC are shown in Chap. 4. Properties of QCD matter produced at the LHC determined using
measurements of low energy (soft) particles are discussed in Chap. 5. The following chapters
contain the results obtained by the author. The pT spectra of charged particles, charged pions,
kaons and (anti)protons, D mesons, and charged jets, are presented in Chaps. 6, 7, 8, 9, respec-
tively. The nuclear modification factors determined for charged particles, identified hadrons
and jets, are discussed in Chaps. 10, 11 and 12, respectively. A summary is given in Chap. 13.
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Chapter 1
Strongly Interacting Matter Under Extreme Conditions

An expected consequence of asymptotic freedom of the Quantum Chromodynamics (QCD)
is that at sufficiently high temperature and/or density there is possible phase transition of
strongly interacting matter from the hadron gas to a matter of deconfined quarks and gluons,
the Quark-Gluon Plasma (QGP). In this chapter, an overview of theoretical and experimental
studies of the QGP is presented. The main focus is on the experimental searches for the QGP
using relativistic heavy-ion collisions, which is the main subject of the thesis.

1.1 Quarks and Gluons

The discovery of quarks and gluons was a gradual process that took over two decades. By the
beginning of 1960s, the large number of hadrons was discovered and developing classifica-
tion schemes for them became a timely question. At that point, new quantum numbers, such
as isospin, baryon number and strangeness had already been introduced to group hadrons ac-
cording to their decay and production properties. In 1961, a new hadron classification scheme
based on SU(3) symmetry group was introduced by Gell-Mann and Ne’eman [29, 30]. This
scheme allowed them to group hadrons with the same spin in multiplets. Using this approach,
Gell-Mann predicted Ω− baryon that was later discovered with appropriate properties [31]. In
seeking a deeper explanation for regularities in the SU(3) classification scheme, Gell-Mann
and Zweig invented in 1964 the quark model [32–34]. They postulated that the fundamental
representation of the SU(3) group is a triplet of particles (up, down, strange) and their antipar-
ticles. Following Gell-Mann, these particles were called quarks. Quarks are assigned spin-1/2,
baryon number-1/3 and fractional charges (+2/3 e,−1/3 e,−1/3 e) where e is the charge of elec-
tron. For antiquarks, the electric charge and baryon number are of opposite sign. Mesons are
built from a quark-antiquark pair, while baryons are composed of three quarks. Soon later the
quark model was extended by Bjorken and Glashow [35] by adding a forth flavor of quark,
charm. This addition was proposed because it allowed for a better description of weak inter-
action in which quarks can change its flavor, equalized the number of known quarks with the
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2 1 Strongly Interacting Matter Under Extreme Conditions

number of known leptons, and implied a mass formula that correctly reproduced the masses
of the known mesons.

The first evidence that protons are not elementary particles came from the electron-proton
deep inelastic scattering (DIS) experiments at SLAC. It has been measured [36, 37] that in a
broad kinematic range the proton structure functions did not show dependence on the square
of the 4-momentum (Q2) exchanged by a virtual photon between the electron and the pro-
ton. They appeared to depend only on dimensionless variable ω = 2Mν/Q2, where ν is the
energy of virtual photon and M is the proton mass. Such scaling behavior was predicted by
Bjorken [38] who showed that in the asymptotic limit (ν ,Q2 → ∞, ω fixed) the inelastic
structure functions can be expressed as νW2(ν ,Q2)→ F2(x) and W1(ν ,Q2)→ F1(x), where
x=Q2/2Mν = 1/ω is the Bjorken-x scaling variable. The physical significance of this scaling
behavior became clear when Feynman interpreted data in terms of a model [39, 40] in which
protons were composed of charged, pointlike constituents, partons. In this model, scaling
arose naturally assuming that high-energy electron scattered elastically with quasifree parton
carrying the fraction x of the total proton momentum. In his model, Feynman did not postu-
late any quantum numbers for the partons which could have whatever charges or spins. In the
parton model, the proton structure functions for a large Q2 have the following form

F2(x) = ∑
i

e2
i x fi(x), (1.1)

F1(x) =
1
2x

F2(x). (1.2)

The proton is made of various types of partons with charges ei, each carrying a fraction x of the
proton momentum. fi(x) are the momentum distribution functions of the partons within the
proton, which describe probability densities to find the parton carrying a momentum fraction
x at a given Q2. fi(x) are simply called Parton Distribution Functions (PDFs) when the spin
direction of the partons is not considered. Equation (1.2) known as Callan-Gross relation
[41] was obtained assuming that partons are spin-1⁄2 particles (for spin-0 particles F1(x) = 0).
Based on these ideas, Bjorken and Paschos formulated the first model [42] of highly inelastic
electron-proton scattering in which partons were interpreted as quarks. In their model, the
proton was made of three valence quarks plus cloud of quark-antiquark pairs. They have
performed comparison to existing data [36] based on the sum rules, showing that this model
cannot fit the data better than within ∼ 50%.

The next generation of electron-nucleon [43–46] and neutrino/anineutrino-nucleon [47, 48]
DIS experiments allowed for precise measurements of nucleon structure functions in a broad
Q2 range. The data favored value of spin-1⁄2 for partons [43, 47], as expected for quarks. More-
over, the structure functions extracted for neutrino scatterings coincides with those for electron
scatterings multiplied by the factor of about 3.6 as specified by the quark-parton model [48].
Such a good agreement provided a strong evidence that partons carry the fractional electric
charge expected for quarks. These experiments have shown that there are three valence quarks
in the proton (uud) and in the neutron (udd) that dominate the electron scattering at high x,
plus a sea of quark-antiquark pairs (uū, dd̄, ss̄) that is essentially the same for the two nucleons
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and is largely responsible for the electron scattering at low x. Another observation was that
only half of the nucleon momentum was carried by the charged partons [48], the other half
being carried by neutral partons, gluons, as predicted by Kuti and Weisskopf [49]. Moreover,
a violation of the Bjorken scaling was observed for the first time by the DIS experiments [44–
46]. A slow fall-off of the structure functions as a function of Q2 had beed anticipated in the
parton model including gluons [50], in which charged quarks were surrounded by the cloud
of gluons giving them a kind of structure.

One of the obvious problems of the quark-parton model was spin statistics for the baryons
consisting three quarks of the same flavor and with total spin J = 3/2, eg. the omega baryon
Ω− = |s ↑〉|s ↑〉|s ↑〉. In this case, the total wave functions of quarks are fully symmetric vio-
lating the Pauli exclusion principle. This problem was resolved by introducing by Greenberg
[51] a new quantum number for quarks, color. By analogy with the real colors, the quarks
come in the primary colors (red, green and blue) while the antiquarks in three anti-colors
(cyan, magenta and yellow). Thus, the three quarks that make Ω− are distinguishable by their
color. The assignment of the color is done to assert that all hadron observed in the nature are
colorless or white. It means that the wave function to describe the color part of the hadron is a
SU(3) singlet. The introduction of the color lead to the dramatic prediction for the e+e− anni-
hilation cross section ratio, which for the leading processes involving quarks has the following
form

R≡ σ(e+e−→ qq̄→ hadrons)
σ(e+e−→ µ+µ−)

= 3∑
q

e2
q. (1.3)

Here, an extra factor of 3 arises because the cross sections for each quark color have to be
added. Thus, a measurement of the total e+e− annihilation cross section into hadrons directly
counts the number of quarks, their flavor as well as their color. The first results from the e+e−

annihilation experiments [52, 53] confirmed that hadrons are made of colored quarks.
A complete conversion of physics community came after J/ψ discovery in the proton-

Berylium at BNL [54] and e+e− collisions at SLAC [55], which existence could not be ex-
plained without invoking a charmed quark. Moreover, jets of hadrons were observed in high-
energy electron-positron collisions [56]. A detailed analysis of the angular distributions of
these jets indicated that they arose from the individual spin-1⁄2 particles, as expected for quarks.
The discovery of bottom quark in proton-nucleus collisions (pN→ϒ +X → µ+µ−+X ) at
Fermilab [57] and a visible evidence for gluon existence seen as a additional jet (three jet
events) in high-energy electron-positron collisions (e+e−→ qq̄g→ 3 jets) at DESY [58–60]
established a coherent picture of nucleon as composed of fractionally charged quarks and neu-
tral gluons. This picture was finally confirmed when the heaviest top quark was discovered in
proton-antiproton collisions (pp̄→ tt̄ +X →WWbb̄+X) at Fermilab [61, 62].
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1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a quantum field theory of strong interactions between
quarks and gluons, which was introduced in 1973 [3]. The QCD is a non-abelian gauge the-
ory with the SU(3) gauge (color) symmetry. In this theory, quarks and gluons are the only
fundamental particles that carry color charge [51] of strong interaction. Aside from the rela-
tivistic quantum numbers dictated by Lorenz invariance, quarks come in six flavors (up, down,
strange, bottom and top). Gluons act as the exchange particles (gauge bosons) for strong force
between quarks as well as participate in the strong interaction. This is unlike the photons,
which mediate the electromagnetic interactions between charged particles but do not inter-
act between each other due to the lack of electric charge. Quarks come in three color while
antiquarks in three anticolor states. There are eight gluons corresponding to color-anticolor
combinations excluding one that is a color singlet. The gauge invariant QCD Lagrangian is
given by [4]

L = ∑
q

ψq,a

(
iγµ

∂µδab−gsγ
µtC

abAC
µ −mqδab

)
ψq,b−

1
4

FA
µνFAµν , (1.4)

where repeated indices are summed over. The ψq,a are quark-field spinors for a quark of flavor
q and mass mq, with a color-index a that runs from 1 to Nc = 3. The quark masses are generated
via the Higgs mechanism [63–65]. The quantity gs is a strong coupling constant. The AC

µ

correspond to the gluon fields, with C running from 1 to N2
c − 1 = 8. The quark-quark and

quark-gluon coupling are realized through the Dirac γµ and Gell-Mann tC
ab matrices. Finally,

the field tensor FA
µν is given by

FA
µν = ∂µAA

ν −∂νAA
µ −gs fABCAB

µAC
ν

[
tA, tB

]
= i fABCtC, (1.5)

where fABC are the structure constants of the SU(3) group. One should note that FA
µν includes

self-interaction between gluons, which is characteristic for the gauge theory based on a non-
Abelian group. The Feynman rules of QCD involve a quark-antiquark–gluon (qq̄g) vertex, a
3-gluon vertex (both proportional to gs), and a 4-gluon vertex (proportional to g2

s ). The relative
strength of the coupling of quarks and gluons is determined by their effective color charges
(or color factors). The CF = (N2

c − 1)/2Nc = 4/3 is the color-factor associated with gluon
emission from a quark, the CA ≡ Nc = 3 is the color-factor associated with gluon emission
from a gluon, and the TR = 1/2 is the color-factor for a gluon to split to a qq̄ pair. Thus, the
gluon has color charge that is larger than that for a quark by a factor CA/CF = 9/4, which has
been verified experimentally with a large precision [66, 67].

In any quantum field theory the vacuum itself behaves, due to quantum fluctuations, like
polarizable medium. For example, in the quantum electrodynamics (QED), an electron is
surrounded by a cloud of virtual electron-positron pairs, which is polarized. Thus, the QED
vacuum in the vicinity of electron becomes a polarizable medium. This effect is also known as
charge screening because the electron bare charge is screened by the virtual electron-positron
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QCD αs(Mz) = 0.1181 ± 0.0011
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Fig. 1.1 Summary of measurements of αs as a function of the energy scale Q [4]. The respective
degree of QCD perturbation theory used in the extraction of αs is indicated in brackets.

pairs. The key observation is that the charge screening leads to variation (running) of the QED
coupling constant (α = e2

4π
) with probing distance or momentum transfer squared (Q2) of the

process. It can be understood in a way that the cloud of virtual electron-positron pairs is more
deeply penetrated with increasing Q2 and more of the bare electron charge is exposed. In
QED, the variation of the α with Q2 is rather weak, 1/137 < α < 1/127 for 1(MeV/c)2 <
Q2 < 91 (GeV/c)2.

In QCD, the virtual quark-antiquark pairs tend to screen a color charge but the QCD vacuum
also contains the gluons which participate in strong interactions. The net effect of polarization
of gluon pairs is not to screen the color charge, but to augment it and change its color. This
leads to an anti-screening of the color charge and the strong coupling becomes smaller with
increasing Q2. This behavior of QCD is known as asymptotic freedom and was derived in the
framework of perturbation theory by Politzer [5], Gross and Wilczek [6] in 1973. At leading
order, the QCD coupling constant is given by
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αs(Q2)≡ g2
s (Q

2)

4π
=

12π

(33−2Nf)ln(Q2/Λ2
QCD)

, for Q2�Λ
2
QCD, (1.6)

where Nf is the number of relevant quark flavors for momentum scale Q2. ΛQCD is the QCD
scale parameter, which corresponds to the Q2 where the non-perturbative regime of QCD
begins. The value of ΛQCD varies between 210 and 340 MeV/c [4] depending on number of
active quarks. One should note that αs decreases with Q2 for Nf ≤ 16. The running of αs is
confirmed now by experiments to a very high precision at energy exceeding 1 TeV, as shown
in Fig. 1.1 [4].

The asymptotic freedom could explain why high-energy electrons or neutrinos appeared
to be hitting loosely bound quarks inside nucleons in the first deep inelastic scattering (DIS)
experiments [36, 47]. The key prediction of the theory was occurrence of logarithmic in Q2

Bjorken scaling violation of the structure functions, which arose because of the radiation
of gluons needed to mediate the strong force. This prediction was confirmed with a good
precision by DIS measurements with muon [68–70] and neutrino [71] beams.

The colored quarks or gluons have never been observed as isolated particles but they are
confined in the colorless hadrons. This phenomenon is known as the color confinement or
confinement. The current theory is that confinement is a property of strong QCD force at long-
distances, however, there is no analytic proof that QCD should be confining. For example, as
quark-antiquark separation grows, the gluon fields form a narrow tube (or string) between
them.The energy in the tube increases with the separation distance and at some point it is
more energetically favorable for a new quark-antiquark pair to spontaneously appear, than to
allow the tube to extend further. This process is called hadronization, fragmentation, or string
breaking, and is one of the least understood processes in particle physics.

1.3 The QCD Phase Diagram

An expected consequence of QCD asymptotic freedom is that at sufficiently high temperature
T and/or baryon chemical potential µB

1 there is possible phase transition of strongly interact-
ing matter from the hadron gas to a matter of deconfined quarks and gluons, the Quark-Gluon
Plasma (QGP) [7–11]. However, the phase diagram of QCD matter is not well known, either
experimentally or theoretically. A commonly conjectured form of the phase diagram is shown
in Fig. 1.2.

At low temperature T and baryon chemical potential µB the QCD coupling constant is large
and quarks and gluons are confined in the colorless hadrons. Moreover, the strong interaction
between quarks and gluons leads to the formation of vacuum condensates of color-singlet
bosonic states. In particular, in the QCD ground state the condensate of quark-antiquark pairs

1 The chemical potential controls the baryon density and is defined as µB = 1/3(nq−nq̄) where nq and nq̄ denote
the number densities of quarks and aniquarks, respectively. Thus, in the system with the same number of baryons
and antibaryons the µB = 0.
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Fig. 1.2 Conjectured phase diagram of strongly interacting matter.

is formed, leading to the spontaneous breaking of a chiral symmetry of the QCD Lagrangian
[72–74]. It results in the appearance of massless Goldstone bosons [75], which are identified
as pions, kaons and eta mesons. The chiral symmetry is an approximate symmetry due to
the bare mass of quarks. This is the reason why the massless Goldstone bosons acquire a
finite mass. The spontaneous chiral symmetry breaking is most apparent in the nucleon mass
generation, where the bare quarks are dressed by the quark-antiquark condensate, and obtain
in a dynamical way a large effective mass of around 350 MeV. Thus, for u and d quarks
almost 99% of their constituent mass is generated dynamically. The dynamical contribution to
effective mass become less important the larger the bare mass of the quark [76]. Therefore, one
can say that almost all of the mass in the visible Universe is generated dynamically through
the nonperturbative structure of the QCD vacuum.

At high temperature and zero baryon chemical potential (µB = 0) the lattice QCD2 calcula-
tions indicate that the matter undergoes a rapid crossover [78, 79], i.e. not a true phase transi-
tion in thermodynamic sense, from a hadronic to a quark-gluon plasma at temperature Tc in the
range of 145–163 MeV, with gradual and continues restoration of chiral symmetry [80–83].
The energy density in the crossover region is εc = (0.18–0.5) GeV/fm3, i.e. (1.2–3.1)εnuclear
where εnuclear denotes the nuclear density. A predicted crossover has the immediate implica-

2 The only known way to solve the QCD equations from first principles in the region of strong αs is to discretize
the QCD Lagrangian density on a discrete Euclidean space-time lattice (see [12, 13, 77] for more details).
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tion for the cosmology. It would mean that the transition from the quark-gluon plasma to the
hadron gas in the early Universe was smooth. Thus, one should not expect the signatures of
a first-order phase transition such as generation of gravitational waves, formation of baryon
inhomogeneities or primordial black holes (see Refs. [84, 85] for reviews).

Recently, the lattice QCD calculations were extended to the very large temperatures to
describe the evolution of the universe from temperatures from several hundreds of GeV to
the MeV scale [86, 87]. Here, for the fist time all Standard Model fermions and bosons and
electroweak interactions were included in the lattice calculations. The key results of the cal-
culations are the equation of state (EoS) and the temperature dependence of the topolog-
ical susceptibility (χ) of QCD, which were used to predict the dark matter’s axion mass,
50 < mA < 1500 µeV, assuming that the axions are formed during the post-inflation period.

While the lattice QCD calculations are relatively precise at µB = 0, they cannot be used for
evaluation of the phase boundary at µB > 0 due to the numerical difficulties3. However, for
relatively small baryon chemical potential one can study QCD on the lattice using a Taylor
series expansion in terms of chemical potentials [89, 90].The hope is to find the second order
phase transition point - the QCD critical point - located at some finite value of chemical
potential (Fig. 1.2). It would be a starting point of the first-order phase transition line at larger
values of µB. The location of a possible critical point has not been determined reliably yet
from the lattice QCD computations. The recent calculations [91, 92], performed up to order
(µB/T )6, disfavor the existence of a critical point in the QCD phase diagram for µB/T ≤ 2
and T/Tc(µB = 0) > 0.9. The same calculations show that the Tc decreases slowly with µB,
by around 2–5% at µB = 300 MeV.

At low temperature and high µB (high net baryon density) the various QCD-inspired models
[93–99] predict the first-order phase transition from hadronic to color superconductor phase,
a degenerate Fermi gas of quarks with a condensate of quark Cooper pairs near the Fermi sur-
face, in which both the QCD color (gauge) and chiral symmetries are spontaneously broken.
This breaking of color symmetry is analogous to the breaking of electromagnetic gauge in-
variance in superconductivity [100], and thus is called color superconductivity. It is important
to note that quarks, unlike electrons, have color, flavor as well as spin degrees of freedom, so
many different patterns of pairing are possible, which can led to many different color super-
conducting phases (see Refs. [101, 102] for more details).

A prime motivation for carrying out heavy-ion collisions was learning about matter in the
deep interiors of neutron stars [7]. Unfortunately, such collisions cannot probe matter at the
low temperature and high baryon densities (5–10 times normal matter density). Thus, deduc-
ing neutron star properties requires constructing a picture of their interiors fitting together
neutron star observations with theoretical pictures of cold dense matter that are consistent
with what we know about dense matter at high temperatures. An example of such approach is
presented in Refs. [103, 104], where the equation of state of neutron star matter is determined
in a wide density range (µB = 1–3 GeV) interpolating between results from low-energy chi-

3 This is related to the numerical sign problem in evaluating the integral of a highly oscillatory partition function
(see Ref. [88] for more details).
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ral effective theory and high-density perturbative QCD, with constraints on the EoS coming
from the observation of macroscopic properties of neutron stars. In particular, the discovery
of neutron stars with masses of around two solar masses [105, 106] and measurement of tidal
deformabilities of neutron stars involved in the merger [107] provide strong constraints on the
properties of dense QCD matter. One should note that the measurement of tidal deformabili-
ties has been recently possible thanks to detection of gravitational waves, which open a new
chapter in astrophysical observation. In the future it will be interesting to see whether astro-
physical constraints can lead to robust statements about the existence of quark matter inside
cores of neutron stars.

1.4 Relativistic Heavy-Ion Collisions

Relativistic collisions of heavy ions provide the tool to study matter at extremely high tem-
peratures and densities in the laboratory. In these collisions, the initial energy density and
temperature may be sufficient to create the quark-gluon plasma for a short time. The space-
time picture of a heavy ion collision proposed by Bjorken in 1983 [108] is depicted in Fig. 1.3.
In the following, the different stages of the collision are illustrated.

Prior to the collision two incoming nuclei are moving at almost speed of light and are seen
by the stationary observer as Lorentz-contracted discs. These nuclei, are mostly composed
of gluons that carry only tiny faction of the longitudinal momenta of their parent nucleons,
Bjorken x� 1. At very high energies, the density of gluons is rapidly increasing as a function
of decreasing x, or increasing Q, as measured by ZEUS at HERA [109]. This might lead to
the gluonic form of matter, which is dense and weakly coupled, known as the Colour Glass
Condensate (CGC) [110, 111].

At time τ = 0, the two nuclei hit with each other and the interactions start developing.
The hard parton-parton collisions involving relatively large transferred momenta Q & 10 GeV
occur at very early times (τ ∼ 1/Q) due to the uncertainty principle. These collisions are re-
sponsible for the production of the high energetic particles (hard probes) carrying transverse
energies and momenta of the order of Q. Hard processes with Q2� Λ 2

QCD are theoretically
calculable in the framework of perturbative QCD. The production of particles in hard pro-
cesses will be discussed in detail in the following sections.

In the pre-equilibrium phase, the bulk of the semi-hard (Q∼ 1 GeV) processes occur. Most
of the hadrons seen in the detector are produced vi the hadronisation of the initial-state gluons
and quarks liberated at this stage of collision. Just after being liberated, they form a relatively
dense medium with an average energy density ε ∼ 14 GeV/fm3 [112], as estimated for central
Pb–Pb collisions at the LHC. The strong interactions between these partons leads to a rapid
thermalization at a time τ ∼ 1 fm/c. The outcome of the thermalization process is the high-
temperature phase of QCD known as the quark-gluon plasma. The mechanism of the rapid
thermalization has not been fully understood yet [113]. One possibility is that the rapid transi-
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Fig. 1.3 Different stages of the relativistic heavy-ion collision [108].

tion from the CGC initial state to the thermalized QGP is due to instabilities in a intermediate
phase called glasma [114].

The quark-gluon plasma keeps expanding and cooling down which implies that the tem-
perature is space and time dependent, i.e. thermal equilibrium is reached only locally, and
eventually hadronizes when the temperature falls below Tc and energy density decreases to
about 1 GeV/fm3, which happen at τ ∼ 10 fm/c. This phase can be successfully described by
relativistic hydrodynamics assuming that the QGP expands as a liquid, as confirmed by the
observation of radial and elliptic particle flow in heavy-ion collisions [115, 116]. Even below
Tc the hadron gas is still very dense, with a mean free path of the hadrons much smaller than
the system size, and can be described by hydrodynamics as well.

The hadron gas continues to expand and cool and eventually the rate of inelastic collisions
becomes small. At this stage, the chemical freeze-out is reached and the hadron yields be-
come fixed. From the measured yields of particles with different mass the temperature of the
chemical freeze-out can be deduced using thermal models [117, 118]. The kinetic freeze-out
occurs when also the elastic collisions cease and the particle momenta are fixed. This marks
the transition from a liquid description to the free streaming particles. The bulk particle spectra
follow a thermal (exponential) distribution in the local rest frame reflecting the freeze-out tem-



1.5 Experiments with Heavy Ions 11

perature. The measured identified particle spectra can be well described if a blue-shift from a
common radial velocity is folded into the exponential spectra leading to the so-called Blast-
Wave (BW) parameterization [119, 120]. After the chemical freeze-out and kinetic freeze-out,
decays of resonances and unstable particles occur. Particles that reach the detector consist of
directly produced hadrons and hadrons from decays.

This enumeration of the various stages of a heavy-ion collision already illustrates the variety
and complexity of the forms of matter liberated by the collision on its way to the detectors. In
principle, all these forms of matter and their mutual transformations admit an unambiguous
theoretical description in the QCD framework.

1.5 Experiments with Heavy Ions

The phase diagram of strongly interacting matter has been studied experimentally in nucleus-
nucleus collisions at relativistic energies for more than 30 years. Experimental programmes
started simultaneously in 1986 at the Alternating Gradient Synchrotron at the Brookhaven
National Laboratory (BNL) and at the Super Proton Synchrotron (SPS) at CERN. At both
facilities, collisions were studied initially with light atomic nuclei, up to silicon (Si) and sul-
phur (S), and then with heavy ions such as gold (Au) and lead (Pb), as projectile. In these
fixed-target experiments the center-of-mass energy per colliding nucleon pair (

√
sNN) reached√

sNN = 4.6 GeV and 17.2 GeV, respectively. The first evidence for the production of a new
state of matter, which features many of the characteristics of theoretically predicted quark-
gluon plasma, was reported from the Pb programme at the SPS (see Ref. [121] for a review).
Presently, the NA61/SHINE experiment at the SPS studies the onset of deconfinement and
searchers for the QCD critical point by measuring the hadron production as a function of
collision energy and system [122].

New generation of of heavy-ion experiments started in 2000 at the Relativistic Heavy Ion
Collider (RHIC) at BNL, where Au ions are collided at

√
sNN = 20–200 GeV. All four RHIC

experiments (BRAHMS, PHOBOS, PHENIX and STAR) have discovered a new phase of
nuclear matter that exhibits the properties of the strongly interacting, nearly perfect liquid
[123–126]. This state of matter is almost opaque to traversing partons, leading to a marked
reduction of their energy. This phenomenon of parton energy loss is often referred to as jet
quenching [127]. The first evidence of jet quenching has been observed at RHIC from the
suppression of high-pT hadrons studying the nuclear modification factor [128, 129] and the
suppression of back-to-back high-pT hadron correlations [130]. Presently, the search for the
QCD critical point is realized with the beam energy scan programme at RHIC [131].

A new era of experimental search for the QGP started in 2009 when the Large Hadron
Collided (LHC) [132] at CERN became operational. The LHC was designed to collide heavy
nuclei up to that of Pb at energy of

√
sNN = 5.5 TeV, which is about 30 times larger than

that at RHIC. The ALICE [133] heavy-ion experiment, the ATLAS [134] and the CMS [135]
general-purpose experiments, as well as the LHCb (since 2015) [136] have been participated
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Year Accelerator Main Projectile
√

sNN (GeV)
1985 AGS (BNL) Si 5.4
1985 SPS (CERN) S 20
1993 AGS (BNL) Au 4.8

since 1994 SPS (CERN) Pb 17
since 2000 RHIC (BNL) Au 200
since 2010 LHC (CERN) Pb 2760
since 2015 LHC (CERN) Pb 5020

Table 1.1 Selected heavy-ion accelerators and their center of mass energies. The designed LHC en-
ergy will reach

√
sNN = 5.5 TeV.

in the heavy-ion program at the LHC. During the first phase of the LHC running (Run-1,
2009–2013) the Pb–Pb collisions were delivered at a lower energy of

√
sNN = 2.76 TeV4. The

first results from the LHC confirmed that a new phase of strongly interacting matter is formed
in Pb–Pb collisions that behaves as a nearly perfect liquid of extremely low viscosity [116].
Presently, the second phase of the LHC running (Run-2, 2015–2018) is ongoing, where the
Pb ions are collided at energy of

√
sNN = 5.02 TeV. The energy available at the LHC allows

us to study the parton energy loss (or jet quenching) in the the kinematic range which vastly
exceeds that available at RHIC. The jet quenching is quantitatively evident at LHC already by
visual inspection of dijets for which a striking energy imbalance develops in central Pb–Pb
collisions [138].

The heavy-ion accelerators discussed above are listed in Table 1.1. One should note that
the leap in the available

√
sNN in each generation was more than an order of magnitude. The

consequences of this increase for the created medium at RHIC and at the LHC are further
discussed in the following chapters.

4 It was decided to limit the magnetic field in the LHC super-cooled magnets due to the faulty electric connec-
tions; these faulty connection caused the serious incident in 2009 which let to damage of about 50 magnets [137].



Chapter 2
The ALICE Experiment at the Large Hadron Collider

A Large Ion Collider Experiment (ALICE) [133, 139–141] is designed to exploit the unique
potential of nucleus-nucleus interactions at the LHC energies. The main goal of ALICE is to
study the physics of strongly interaction matter at extreme density and temperature, where the
formation of the quark-gluon plasma is expected. The existence of the QGP and its properties
are key issues in QCD for the understanding of confinement and chiral-symmetry restoration.
In addition to heavy-ion collisions, the ALICE Collaboration studies collisions of protons (pp)
and protons with ions (p–Pb) that primarily provide reference data for the nucleus-nucleus
collisions as well as allow for the number of other QCD studies. The LHC accelerator and the
ALICE experiment are briefly described in this chapter.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [132] is the highest-energy particle collider ever con-
structed, which was built by the European Organization for Nuclear Research from 1998 to
2008. The LHC is placed in a tunnel of 27 kilometers in circumference, as deep as 175 meters
beneath the France-Swiss border near Geneva, Switzerland. The collider ring contains two
adjacent parallel beam pipes that intersect at four points, each containing a proton (or ion)
beam, which travel in opposite directions around the ring. Two beams are guided by 1624
superconducting, helium-cooled magnets, and are brought into collision at the intersection
points. This design is much more compact than that at RHIC, where two completely inde-
pendent rings are used, however, it does not allow to vary the field strength separately for
the two beams. Therefore, for collisions of nuclei with different A/Z it results in asymmetric
collisions. The LHC was designed to collide protons at

√
s = 14 TeV with an unprecedented

luminosity of 1034 cm−2s−1, as well as heavy ions (Pb) at energy up to
√

sNN = 5.5 TeV with
a peak luminosity of 1027 cm−2s−1.

The CERN accelerator complex including the LHC is shown in Fig. 2.1. Prior to being
injected into the main accelerator, the particles are prepared by a series of systems that suc-
cessively increase their energy. The first system is the linear particle accelerator LINAC 2

13
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Fig. 2.1 Schematic view of the CERN accelerator complex including the LHC with the four main
experiments. The nominal energy in the PS, SPS and LHC accelerators (in GeV) is given for protons.
Figure is taken from Ref. [142].

generating 50 MeV protons, which feeds the Proton Synchrotron Booster (PSB). The protons
are accelerated in the PSB to 1.4 GeV and injected into the Proton Synchrotron (PS), where
they are accelerated to 26 GeV. Finally the Super Proton Synchrotron (SPS) is used to further
increase their energy to 450 GeV before injecting into the LHC ring. In the LHC, the pro-
ton bunches are accumulated and accelerated to their peak energy, and finally circulated for
10 to 24 hours while collisions occur at the four intersection points. The maximum of 2808
bunches with around 1011 protons in each bunch can be stored in the LHC. The interactions
between the two beams can take place every 25 ns. The ions are first accelerated by the linear
accelerator LINAC 3 and then stored and accelerated in the Low-Energy Ion Ring (LEIR).
Then, the ions are further accelerated by the PS and SPS before being injected into LHC ring,
where they reach a colliding energy. The ions are accelerated at each step to the proton energy
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scaled by Z/A. For example, the lead ions can achieve energy of Z/A ·7000≈ 2760 GeV per
nucleon.

The LHC started operation with proton beams in September 2008, but a faulty electrical
connection let to the rupture of a liquid helium enclosure, causing both magnet quench and
several tons of helium gas escaping with explosive force [137]. The incident resulted in dam-
age to over 50 superconducting magnets and delayed further operations by 14 months. The
LHC restarted operation on November 20 in 2009 with proton beams at the injection energy of
450 GeV. Due to the safety reasons, in the first phase of data taking, LHC Run-1 (2009-2013),
the collider was running at lower beam energies compared to nominal values. Protons were
collided at energies up to

√
sNN = 8 TeV, lead ions at energy of

√
sNN = 2.76 TeV, and pro-

tons with lead ions at energy of
√

sNN = 5.02 TeV. The proton (ion) beam energies increased
to
√

sNN = 13(5.02) TeV during a second phase of data taking, LHC Run-2 (2015-2018).
The ALICE experiment is located at Interaction Point 2 (IP2) and has collected data from all
collision systems at the LHC.

2.2 The ALICE Apparatus

The ALICE detection system [133, 141] is schematically shown in Fig. 2.2. It consists of a
central barrel and forward muon spectrometer, with overall dimensions of 16× 16× 26 m3

and total weight of ∼ 10000 tons. The ALICE coordinate system [143] is a right-handed or-
thogonal Cartesian system with the origin at the LHC interaction point IP2. The anticlockwise
beam direction defines the z axis, the x axis is horizontal and points approximately towards the
LHC center, and the y axis is vertical and points upwards. The azimuthal angle φ is measured
around the z axis and the polar angle θ is measured from the z axis. The ALICE is divided
into A (z > 0) and C (z < 0) sides.

The central barrel includes the Inner Tracking System (ITS) [145], the Time Projection
Chamber (TPC) [146, 147], the Transition Radiation Detector (TRD) [148, 149], the Time-
Of-Flight (TOF) [150, 151], the Photon Spectrometer (PHOS) [152, 153], the Electromagnetic
Calorimeter (EMCAL) [154, 155], the Di-Jet Calorimeter (DCAL) [156], the Charged-Particle
Veto (CPV) [157, 158] the High Momentum Particle Identification Detector (HMPID) [159],
which are immersed in the 0.5 T magnetic field provided by the L3 solenoid magnet. These
detectors have 18-fold segmentation in azimuth, i.e. they are divided into 18 sectors, each
covering 20◦.

The ITS is used for the tracking and particle identification. It consists of six layers of sil-
icon detectors: two silicon pixel detectors (SPD), two silicon drift detectors (SDD) and two
Silicon Strip Detectors (SDD), with distances from the beam axis between r = 3.9 cm and
r = 43 cm (see inset in Fig. 2.2), which measure track space points close to the interaction
point. Each layer covers a full azimuthal angle while the pseudorapidity (η ≡−ln

[
tan(θ/2)

]
)

coverage differs for the individual layers, ranging from |η | < 2.0 to |η | < 0.9, respectively.
The information from the ITS layers is used for a precise tracking and primary and secondary
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Fig. 2.2 ALICE schematic layout as of 2018. The central-barrel detectors (ITS, TPC, TRD, TOF,
PHOS, EMCal, DCAL, CPV and HMPID) are embedded in a solenoid magnetic field and are used
for particle detection at mid-rapidity. The cosmic-ray trigger detector ACORDE is positioned on top
of the magnet. Forward detectors (PMD, FMD, V0, T0, AD and ZDC) are used for triggering, event
characterization and multiplicity studies. The MUON spectrometer is placed at forward rapidities. The
inset shows in detail the ALICE inner detectors surrounding the interaction region close to the beam
pipe. Shown are SPD, SDD and SSD layers of the ITS, the FMD detectors placed on the A and C sides,
and V0 and T0 detectors placed on the C side. Figure is based on Ref. [144].

vertices reconstruction. A low amount of the ITS material, about 1% of a radiation length X0
per layer, allows to track particles with momenta down to pT = 80 MeV/c. The SSD and SSD
layers are also used for particle identification via specific energy loss, dE/dx, for particles
with momenta pT < 0.7 GeV/c. A high granularity SPD detector has also been used as a
trigger detector for selection of pp as well as Pb–Pb collisions.

The TPC is a main tracking detector in the central barrel with an excellent particle identifi-
cation capabilities. It is a gaseous detector surrounding the ITS, with the inner radius of 85 cm,
the outer radius of 247 cm, and the longitudinal coverage −250 < z < 250 cm. It covers cen-
tral rapidity, |η |< 0.9, and the full azimuthal angle. The TPC drift volume of 90 m3 is filled
with Ne-CO2-N2 gas mixture and is divided into two parts (A/C side) by the central electrode
at high voltage of -100 kV. The electrons produced in ionization process on both sides of the
cathode drift in the electric field (parallel to the beam axis) towards the end plates, which are
covered by the Multi-wire Proportional Chambers (MWPCs) with pad readout plane. Seg-
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mentation of the readout plane allows for position reconstruction in two dimensions (x, y),
while the third z coordinate is determined using the drift time of electrons. The maximum
number of 159 space points and dE/dx samples can be measured along the track, allowing for
the excellent tracking performance and particle identification at the highest particle densities.
The achived dE/dx resolution is better than 7% [147] and allows for identification of charged
pions and kaons, as well as protons for pT up to 20 GeV/c.

The TRD is located outside of the TPC at a radial distance of 2.9–3.6 m from the interaction
point, covering pseudorapidity range of |η |< 0.9 and the full azimuth1. It consists of six layers
of MWPCs filled with Xe-CO2, with a fibre/foam radiator in front of each chamber and is used
for charged-particle tracking and electron identification via transition radiation and dE/dx for
pT larger than 1 GeV/c. The TRD can be also used as a trigger detector for electrons and high-
pT charged particles. By requiring several particles above some pT threshold, a jet trigger has
been implemented as well.

The TOF detector is made of Resistive Plane Chambers (RPC) and is placed at radius
of 3.78 m. It covers |η | < 0.9 and the full azimuth and is used for particle identification
at intermediate momentum, where the TPC dE/dx cannot be used. In particular, the TOF
dE/dx measurement provides good pion/kaon separation up to pT = 4 GeV/c and proton/kaon
separation up to pT = 2.5 GeV/c at the level of 3σ . The time resolution of TOF is better than
40 ps (RMS), which allows for a precise measurement of the time-of-flight and the velocity
β of charged particles produced in the interaction. Furthermore, the TOF delivers weak-up
pre-trigger signal for the TRD and has been also successfully used for triggering on cosmic
rays.

The cylindrical volume outside of the TOF is shared by three electromagnetic calorimeters
PHOS, EMCAL and DCAL. The PHOS is made of lead-tungstate crystals with 2× 2 cm2

cross section and covers |η |< 0.12 and 220◦ < φ < 320◦ 2. The EMCAL is a lead-scintillator
sampling calorimeter with projective cells ∆η×∆φ ≈ 0.025×0.025, which covers |η |< 0.7
and 80◦< φ < 187◦ 3, giving partial back-to-back calorimeter coverage with PHOS. The back-
to-back calorimeter coverage was extended by adding the DCAL electromagnetic calorime-
ter (on the PHOS side) in 2014. The DCAL has an identical construction adopted from the
EMCAL and covers 0.22 < |η | < 0.7 and 80◦ < φ < 147◦. These calorimeters are used for
high-momentum photon and electron measurements. The EMCAL is also used to measure
the neutral hadronic energy of jets carried by photons, i.e. π0 and η neural mesons. The en-
ergy resolution of PHOS (EMCAL) is about 1% (2%) at 100 GeV [144]. These calorimeters
have been used to trigger on high-energy photons and electrons. The EMCAL has been also
successfully used to trigger on jets.

The CPV is a multi-wire proportional chamber with cathode pad readout placed on the top
of one PHOS module to suppress charged-particle background of the direct photon sample

1 The TRD installation was completed in 2014, see Ref. [144] for more details.
2 The full PHOS azimuthal acceptance (5 modules) is quoted. As of 2017, only 3 PHOS modules are installed.
3 The EMCAL installation was completed in 2012, see Ref. [144] for more details.
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detected in PHOS. The CPV detector was installed in 2014 and its main purpose is to improve
neutral-cluster identification in PHOS.

The HMPID is a ring-imagining Cherenkov detector with a liquid C6F14 radiator and CsI
photo-cathode, which covers |η |< 0.6 and 1◦ < φ < 57.6◦. It is used for the charged hadron
identification at intermediate pT, providing a good kaon/proton separation up to pT≈ 5 GeV/c.

The forward MUON spectrometer [160, 161] is used to measure muons and heavy-quark
resonances (J/ψ , ψ

′
, ϒ , ϒ

′
, ϒ

′′
) in the pseudorapidity range −4 < η < −2.5. It consists of

a dipole magnet providing a
∫

Bdz = 3 Tm field (bending tracks vertically), five tracking
stations each based on two Cathode Pad Chambers, two triggering stations each equipped with
two planes of Resistive Plane Chambers, and two absorbers to efficiently filter out primary
hadrons and low-energy muons from pion and kaon decays. The key features of the muon
spectrometer are good J/ψ acceptance down to pT = 0 and high readout granularity resulting
in an occupancy of 2% in central Pb–Pb collisions. The combined effect of the front absorber
and of the muon filter leads to a detection threshold of p & 4 GeV/c for tracks matching the
trigger.

Several smaller detectors for global event characterization and triggering are located at for-
ward angles. The plastic scintillator detector VZERO (V0) [162, 163] is used for charged
particle measurements, for triggering and event centrality determination. The V0 consists of
two detectors located at forward pseudorapidity on both sides of the interaction region, cov-
ering 2.8 < η < 5.1 (V0A) and −3.7 < η < −1.7 (V0C), and full azimuth. Each detector is
segmented into 4 rings in the radial direction and 8 sectors in azimuth. Such segmentation
allows the measurement of anisotropic flow observables and the determination of an event
plane.

The TZERO (T0) detector [162] delivers the time and longitudinal position of the interac-
tion. It consists of two arrays of 12 quartz-Čerenkov counters placed close to the beam pipe,
covering 4.61 < η < 4.92 (T0A) and −3.28 < η < −2.97 (T0C) in pseudorapidity, and full
azimuth. It also provides an accurate start signal for the TOF detector and wake-up pretrigger
for the TRD. Its time resolution is about 50 ps (RMS).

The silicon Forward Multiplicity Detector (FMD) [162] is dedicated to measurement of
charged particles. The FMD consists of five rings: three on the A side and two on the C side,
and covers pseudorapidity 1.7<η < 5.0 and−3.4<η <−1.7, and full azimuth. It is partially
overlapping with the SPD, which allow for charged particle multiplicity measurements over a
large η range.

The Zero Degree Calorimeter (ZDC) [164] consists of two quartz-tungsten neutron calorime-
ters ZN covering |η |> 8.8 and full azimuth, two brass-quartz proton calorimeters ZP covering
6.5 < |η |< 7.5 and |φ |< 10◦, and electromagnetic calorimeter ZEM covering 4.8 < η < 5.7
and |φ | < 16◦. The ZN and ZP are used to count spectators, while ZEM is used to resolve
ambiguity between central (few spectator nucleons) and peripheral (spectator nucleons bound
in nuclear fragments) collision.

In 2014, two forward hodoscopes (AD) [165] were installed at 18 m (A side) and 20 m (C
side) away from the ALICE interaction point to study diffractive physics and photon induced
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processes. They cover pseudorpidity ranges 4.8 < η < 6.3 and −7 < η <−4.9 on the A and
C sides, respectively. Each of the AD detector consists of 8 cells made of scintillation plastic
of 22×22 cm2 area and 2.5 cm thickness each, arranged around the beam pipe in two layers.
With these detectors, the ALICE sensitivity to diffractive masses is close to the diffraction
threshold of 1.08 GeV/c2, which corresponds to the sum of proton and pion masses.

The preshower/gas-counter Photon Multiplicty Detector (PMD) [166, 167] is designed to
measure the multiplicity and spatial distribution of photons on the A side, covering 2.3 < η <
3.7 and the full azimuth. The gas counter are segmented hexagonal cells with an area of 0.22
cm2 each.

An array of scintillators ACORDE covers |η | < 1.3 and |φ | < 60◦ and is placed on top of
the L3 magnet. It is used to trigger on cosmic rays.

2.3 Central Barrel Tracking

ALICE was designed to provide a good track reconstruction efficiency and precision for mo-
menta up to pT = 100 GeV/c in the highest particle densities. The track finding and fitting
algorithms are based on the Kalman filter [168] and are discussed in detail in Refs. [141,
169, 170]. A detailed description of the vertex reconstruction algorithms can be found in
Refs. [141, 171]. The performance of the track and vertex reconstruction for the ALICE data
collected in 2009–2013 is presented in detail in Ref. [144]. In this section, the tracking and
vertex reconstruction procedures in ALICE are outlined.

Fig. 2.3 The event reconstruction scheme in the ALICE central barrel. The reconstruction begins from
the cluster finding and finish with the reconstruction of cascades. Figure is taken from Ref. [144].

The momentum resolution and the particle identification performance critically depend on
the quality of the calibration. The actual position of the detectors (alignment), the maps of
dead or noisy channels, and the time and the amplitude calibration parameters are used in the
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reconstruction. For the drift detectors (SDD, TPC, TRD), the gain and the time response are
calibrated differentially as a function of space coordinates and time. The calibration strategy
and calibration sources are discussed in detail in Ref. [144].

A charged particle track in the solenoidal magnetic field of the central barrel follows a
helix, which can be parametrized with the five track parameters (y, z, sin(φ ), tan(θ ), q/pT)
as a function of x in a local (detector sub-system) coordinate system, as explained in detail
in Ref. [141]. The inverse transverse momentum, q/pT, with q the charge of the particle,
can be derived from the measured track curvature. The errors on the five track parameters are
correlated and are given by a 5×5 covariance matrix, which is determined during the tracking.

Figure 2.3 shows an event reconstruction using information for the central barrel detectors.
The reconstruction begins from the cluster finding, which is performed for all detectors. The
clusters are characterized by positions, signal amplitudes, signal times, etc., and their associ-
ated errors (see Ref. [141] for more details).

In order to start track-finding procedure the preliminary vertex position has to be estimated.
The preliminary vertex position is estimated with the VertexerSPDz and VertexerSPD3D al-
gorithms [171], which are based on the track segments (or tracklets) reconstructed correlating
cluster pairs in the two layers of the SPD detector. The VertexerSPDz algorithm is used in Pb–
Pb collisions to determine z-vertex position (along beam axis) using the average location of
the collision region in the transverse plane. The precision of the z-vertex position reconstruc-
tion increases with the charged particle multiplicity (Nch) and is better than σz = 20 µm for
Nch > 1000 [172]. The vertex position in the transverse (x,y) plane is determined by the beam
position, which is know with the resolution σx,y = 15–150 µm [144], depending on the beam
parameters such as β ∗ and emittance ε . The VertexerSPD3D is used in pp and p–Pb collisions
to determine all three (x,y,z) vertex coordinates, with the precision better than 300 µm for the
charged particle density dNch/dη > 5.

The track finding and fitting is performed in the central barrel in three stages, following an
inward-outward-inward propagation scheme [169]. The first track inward propagation starts
at the outer TPC radius where the track candidates (seeds) are found using two different
seeding algorithms with the primary vertex constrain and without any constrain. All seeds
are extrapolated to the inner radius of the TPC with the Kalman filter taking into account
multiply scattering and mean energy loss described by the Bethe-Bloch formula. Whenever
possible, new clusters are associated with the track candidate and the track parameters are
more refined. Since the clusters can be reused by different seeds, the same physical track can
be reconstructed multiple times. In order to avoid this, a special algorithm is used to search for
pairs of tracks with a fraction of common clusters exceeding a certain limit. Only tracks with
at least 20 clusters (out of maximum 159 possible) and with more than 50% of the clusters
expected for a given track position are accepted.

The ITS tracker prolongs the TPC tracks as close as possible to the primary vertex and the
tracks are assigned additional, precisely reconstructed ITS clusters, which further improves
estimation of the track parameters. After all track candidates from the TPC are assigned ITS
clusters, a special ITS stand-alone tracking is applied to reconstruct tracks from remaining
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ITS clusters. It tries to reconstruct all tracks that were not found in the TPC due to pT cut off,
dead zones between TPC sectors, and particle decays. The algorithm is able to reconstruct
particle tracks with momenta down to pT = 80 GeV/c.

The track outward propagation starts from the vertex back to the outer layer of the ITS
and then towards outer radius of the TPC. Once the outer radius of the TPC is reached, the
precision of the estimated track parameters is good enough to extrapolate to the TRD, TOF,
HMPID, PHOS, EMCAL and DCAL detectors, where they are identified. Finally all tracks
are refitted (inward propagation with final refit) with the Kalman filter to the primary vertex,
or to the innermost possible radius in the case of the secondary tracks, and their parameters
and associated covariance matrices are determined.

The global tracks reconstructed in TPC and ITS are used to determine (x, y, z) coordinates of
the final interaction vertex, with a higher precision than with SPD tracklets alone. The precise
vertex fit is performed using global track weighting algorithm to suppress contribution from
outliers (see Ref. [144] for more details). The resolution of the reconstructed vertex position in
the transverse plane (σxy) is better than 100 µm for the charged particle density dNch/dη > 5.

In the next steps, the reconstruction of secondary particles from photon conversion and par-
ticle decays, and of secondary vertices is performed. For each unlike-sign pair of preselected
tracks (called V0 candidate) the point of closest approach (PCA) between the two tracks is cal-
culated. The V0 candidates (e.g. K0

s → π−π+) are then subjected to further cuts as described
in detail in Ref. [144]. Then the search for the cascades (e.g. Ξ 0→Λ 0π−) is performed. The
reconstruction of more complex secondary vertices is performed later at the analysis stage. It
will be discussed in detail for the heavy-flavor hadron decays.

The longitudinal and transverse distances of closest approach (DCA) to the primary vertex
for primary particles is determined in pp, p–Pb and Pb–Pb collisions with resolution that
increases with momentum from 300 µm at pT = 0.15 GeV/c to 15 µm at pT = 20 GeV/c.
One should note that this resolution includes the primary vertex resolution, which is better
in the higher multiplicity Pb–Pb collisions. The transverse momentum relative resolution,
σ pT/pT, is a function of momentum and is approximately 3–4% at pT = 0.15 GeV/c, has
a minimum of 1.0% at pT = 1 GeV/c, and increases linearly for larger pT approaching 3–
10% at pT = 50 GeV/c, depending on the precision of space point calibration. The tracking
efficiency is a function of pT and is above 78% for pT > 0.3 GeV/c for the standard track
selection, independently of colliding system and collision centrality.

2.4 Trigger and Data Taking

There are three triggering levels Level-0 (L0), Level-1 (L1) and Level-2 (L2) for the data
taking with ALICE. The L0 trigger decision is generated in ∼ 9 µs by the Central Trigger
Processor (CTP) [173] based on inputs from the trigger detectors V0, T0, EMCal, PHOS and
MUON trigger chambers, and information about the LHC bunch filling scheme. The CTP
evaluates trigger inputs from the trigger detectors every machine clock cycle (∼ 25 ns) after
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collision. The events accepted at L0 are further evaluated by the L1 trigger algorithm in the
CTP, which makes decision in∼ 6.5 µs. The L0 and L1 decisions are delivered to the detectors
with a latency of about 300 ns. The L2 decision taken with latency of 100 µs, corresponding
to the full drift time of electrons in the TPC, triggers the sending of the event data to the Data
Acquisition (DAQ) system [173] and, in parallel, to the High Level Trigger (HLT) system
[173], where event building and data compression are performed. Information about the LHC
bunch filling scheme is used by CTP to suppress the beam-induced background (see Ref. [144]
for more details).

Minimum-bias (MB) trigger configurations were based on combination of signals from the
V0 and SPD detectors. The minimum bias MBOR (V0A or V0C or SPD) and/or MBAND (V0A
and V0C) triggers were used for pp and p–Pb data taking. The low-luminosity Pb–Pb data in
2010 were also collected with the high-efficiency MBOR trigger. The V0-based triggers were
used for central 0–10% (CENT) and semi-central 0–50% (SEMI) Pb–Pb collisions in 2011.
The thresholds were applied separately to the sums of the output charges of V0A and V0C, and
then the coincidence of the two sides was required. These triggers were complemented by a
requirement of signals in both ZDCs (MBZ) in order to suppress electromagnetic interactions
between the lead ions. A full list of trigger settings in Run-1 is discussed in Ref. [144].

ALICE has collected data for all the collision systems and energies offered by the LHC.
All data sets recorded by ALICE in Run-1 are summarized in Ref. [144]. The data sets used
in analyses presented in the thesis are listed in Table 2.1. The data taking started in fall 2009
with pp collisions at

√
s = 0.9 TeV, collected at very low luminosity. In 2010, the pp col-

lision energy increased to
√

s = 7 TeV and the luminosity was gradually increased. In this
period, the pp interaction rate was low (below a few kHz) and ALICE mostly triggered on
minimum-bias interactions. In this year, the LHC delivered for the first time Pb–Pb collisions
at
√

s = 2.76 TeV and at low luminosity, which are considered as a reference ALICE data.
In the subsequent high-intensity pp, p–Pb and Pb–Pb running in 2011–2013, ALICE usually
split its data-taking into minimum-bias and rare-trigger blocks, for which the interaction rate
was reduced to O(10) kHz and O(100) kHz, respectively. Methods for reducing the luminosity
are described in detail in Ref. [144]. For minimum bias runs, the pp and p–Pb interaction rates
were on the level of 10 kHz, enough to reach 95% of the maximum detector readout rate while
keeping the mean number of interactions per bunch crossing (µ) low, nominally below 0.05,
in order to avoid significant same-bunch pileup. In 2015, ALICE took pp and Pb–Pb data at√

sNN = 5.02 TeV with interaction rates 14–100 kHz and 0.4–8 kHz, respectively.
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Year System
√

sNN (TeV) Running Mode
2009 pp 0.9 MBOR

2010 pp 0.9 MBOR
pp 7.0 MBOR + rare

Pb–Pb 2.76 MBOR

2011 pp 2.76 MBAND + rare
Pb–Pb 2.76 CENT + SEMI + MBZ + rare

2012 p–Pb 5.02 MBAND (pilot)
2013 p–Pb 5.02 MBAND + rare

Pb–p 5.02 rare
2015 pp 5.02 MBAND
2015 Pb–Pb 5.02 MBAND + rare

Table 2.1 Data taking with ALICE detector for the selected data sets used in the presented analyses.
Shown are collision system, colliding energy and running mode [144].

2.5 Determination of Collision Centrality

2.5.1 A–A Collisions

Since nuclei are extended objects, the volume of the interacting region depends on the impact
parameter (b) of the collision, defined as the distance between the centers of the two colliding
nuclei in a plane transverse to the beam axis. It is customary in the field of heavy-ion physics
to introduce the concept of the centrality of the collision, which is directly related to the impact
parameter and inferred by comparison of data with simulations of the collisions.

The geometrical Glauber model [174–176] has been used to determine collision centrality
of nuclear collisions. This model describes the nuclear collision as a superposition of binary
nucleon-nucleon interactions. The collision centrality is expressed in the number of binary
nucleon-nucleon collisions Ncoll, in the number of participating nucleons Npart (i.e. the number
of nucleons that suffered at least one inelastic collision) and by the nuclear overlap function
TAA, which are calculated for a given value of the impact parameter and for a realistic initial
distribution of nucleons inside the nucleus assuming that nucleons follow straight trajectories
(eikonal approximation). The TAA and Ncoll are related via the effective size of the nucleon
given by the inelastic nucleon-nucleon cross section σNN, TAA = Ncoll/σNN. The average geo-
metrical quantities 〈Npart〉, 〈Ncoll〉 and 〈TAA〉 for a given centrality interval (range of the impact
parameters) can be also obtained from the model.

In practice, the Monte Carlo implementation of the Glauber model [177] is used to calculate
the average geometrical quantities. The advantage of the Monte Carlo approach compared to
analytical calculations is that it is possible to simulate event-by-event experimentally observ-
able quantities (e.g. the charged particle multiplicity) and to apply similar centrality cuts as in
the analysis of real data.
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Neither impact parameter b nor geometrical quantities, such as Npart nor Ncoll can be di-
rectly measured. In experiment, the centrality determination is based on the measured average
charged-particle multiplicity or energy carried by particles close to the beam axis. The col-
lision centrality is usually expressed as the percentage of the total nuclear interaction cross
section. It allows to relate the measured distributions with the geometrical overlap region of
colliding nuclei and to determine the average geometrical quantities. The different centrality
estimators based on information from the V0, ZDC, SPD and TPC detectors are used in AL-
ICE [178], with the best centrality resolution achieved for the sum of amplitudes of the V0A
and V0C signals (V0M).
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Fig. 2.4 Distribution of the V0 amplitudes (sum of the V0A and V0C signals) measured in Pb–Pb
collisions at

√
sNN = 2.76 TeV with the NBD-Glauber fit. The centrality intervals obtained from the

V0 amplitudes are indicated. The inset shows the most peripheral centrality intervals. Figure is taken
from [144].

Figure 2.4 shows the V0M distribution fitted with the Monte Carlo Glauber model, coupled
to the model of particle production according to a Negative Binomial Distribution (NBD)
[178]. Only the range of 0–90% of the total cross section is used for the fit because the con-
tamination with background events from electromagnetic (QED) processes, beam-induced
background and trigger inefficiencies are negligible in this range. Centrality percentiles as in-
dicated in Fig. 2.4 are obtained by sharp cuts on the V0M distribution, and the corresponding
geometrical quantities are obtained from the NBD-Glauber fit.
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2.5.2 p–A Collisions

ALICE has also addressed the p–Pb collision centrality determination [22], which is based
on different event activity estimators, i.e. charged particle multiplicities measured in three
different pseudorapidity regions as well as the energy measured at beam rapidity with the
zero-degree calorimeters (ZDCs). In contrast to Pb–Pb collisions, in p–Pb collisions large
multiplicity fluctuations together with a limited range of participating nucleons, generate a
dynamical bias in centrality classes based on particle multiplicities, and centrality classifi-
cation of the event (see Fig. 2.4) may select a sample of nucleon-nucleon collisions which
is biased compared to a sample defined by cuts on the impact parameter b, as discussed in
Ref. [22].

The centrality determination with the ZDCs is based on detection of so-called slow nucleons
produced in the interaction: protons in the proton ZDC (ZP) and neutrons in the neutron
ZDC (ZN). The multiplicity of slow nucleons is expected to be monotonically related to Ncoll
[179] and can therefore be used as a centrality estimator. Emitted nucleons are classified as
black or grey. This terminology originates from emulsion experiments where it was related to
the track grain density. Black nucleons are defined to have velocity β < 0.25 in the nucleus
rest frame and are produced by nuclear evaporation processes, while grey nucleons having
0.25 < β < 0.7 are mainly nucleons knocked out from the nucleus. Experiments at lower
collision energies has shown that the multiplicities and momenta of emitted nucleons weakly
depend on on the projectile energy in a broad momentum range from 1 GeV to 1 TeV [179],
which suggest that the emission of slow nucleons is mainly dictated by nuclear geometry.

In order to relate the energy deposited in the ZDCs to the number of binary collisions AL-
ICE developed a model for the slow nucleon emission (SNM) based on the parametrization of
experimental results at lower collision energies (see Ref. [22] for more details). The main fea-
tures of the measured energy distribution in the neutron calorimeter on the Pb-side are reason-
ably well described by the SNM coupled to the probability distribution of Ncoll calculated from
the Glauber Monte-Carlo, as shown in Fig. 2.5. The 〈Ncoll〉 is then calculated for centrality
classes defined by deviding the energy spectrum in percentiles of the hadronic cross-section.
However, the Ncoll determination provided by the SNM-Glauber model is model-dependent.
Therefore, ALICE proposed the hybrid method [22] to provide an unbiased centrality estima-
tor, which is based on two main assumptions. The first is to assume that an event selection
based on ZN does not introduce any bias on the soft particle (bulk) at mid-rapidity and on the
high-pT particle production. The second assumption is that the charged-particle multiplicity
measured at mid-rapidity scales with the number of participants. These assumptions were ver-
ified with the data from RHIC and LHC. Three sets of 〈Ncoll〉 were calculated under following
assumptions:

• Nmult
coll : the charged-particle multiplicity at mid-rapidity is proportional to Npart,

• Nhigh−pT
coll : the yield of charged high-pT particles at mid-rapidity is proportional to Ncoll,
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Fig. 2.5 Neutron energy spectrum measured in the Pb-remnant side ZN calorimeter. The distribution
is compared with the corresponding distribution from the SNM-Glauber model (explained in the text)
shown as a line. Centrality classes are indicated in the figure. The inset shows a zoom-in on the most
peripheral events. Figure is taken from Ref. [22].

• NPb−side
coll : the target-going charged-particle multiplicity is proportional to the number of

participant (wounded) target nucleons (Ntarget
part = Npart−1 = Ncoll).

Therefore, in order to obtain the average number of binary NN collisions in each centrality
interval, the minimum bias value of 〈Npart〉MB = 7.9 for p–Pb collisions, is scaled using the
ratio of the multiplicity at mid-rapidity:

〈Npart〉mult
i = 〈Npart〉MB ·

(
〈dN/dη〉i
〈dN/dη〉MB

)
−1<η<0

, (2.1)

〈Ncoll〉mult
i = 〈Npart〉mult

i −1. (2.2)

In a similar way the minimum bias value of 〈Ncoll〉MB = 6.9 is scaled using the ratio of the
yield of high-pT particles at mid-rapidity to obtain Nhigh−pT

coll ,

〈Ncoll〉high−pT
i = 〈Ncoll〉MB ·

〈S〉i
〈S〉MB

, (2.3)

where S denotes the charged-particle yield for 10 < pT < 20 GeV/c. Alternatively, one can
use the Pb-side multiplicity to obtain NPb−side

coll ,

〈Ncoll〉Pb−side
i = 〈Ncoll〉MB ·

〈Sraw〉i
〈Sraw〉MB

, (2.4)
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where Sraw denotes the raw signal of the innermost ring of V0A detector. The obtained 〈Ncoll〉
values in ZN-centrality classes are summarized in Ref. [22].

2.6 Detector Simulations

During data taking each of the data taking periods was split into several data samples (runs)
with different trigger and/or detector settings. In order to determine corrections for detector
effects, Monte-Carlo detector simulations were anchored to the corresponding data runs, tak-
ing into account dead channels maps and time dependent calibration parameters. The events
were generated using several default generators and were transported through the detector
with GEANT3 [180]. In this section, a short characteristic of the event generators used for the
corrections of the pT spectra from pp, p–Pb and Pb–Pb collisions presented in this work is
given. The following generators were used for corrections:

• PYTHIA is a standard program for generation of high-energy collisions, comprising a co-
herent set of physics models for the evolution from a few-body hard process to a complex
multihadronic final state. It is intended to describe all components of the total cross section
in hadronic collisions, including elastic, diffractive and non-diffractive interactions. Cur-
rently, this generator allows for colliding hadrons (pp, pn, πp) including antiprotons and
antineutrons, as well as leptons (e+e− and µ+µ−), at energies 10 GeV <

√
s < 100 TeV.

The perturbative parton shower evolution in PYTHIA includes initial state radiation (ISR),
final state radiation (FSR) as well as multiple parton interaction (MPI). It is now possible to
use separate PDFs for the hard interaction, and for the subsequent showers and multiple in-
teractions. Hadronisation is based on the Lund string fragmentation framework [181]. Two
versions of the generator PYTHIA6 [182, 183] and newer PYTHIA8 [184, 185] have been
used for corrections of pT spectra of charged particles measured in pp collisions. In prac-
tice, several tunes of these generators with updated parameters using constraints imposed
by measurements have been considered.

• PHOJET [186] can be considered as a Monte-Carlo implementation of the two-component
Dual Parton Model (DPM) [187]. It is used to generate particles in soft and hard QCD pro-
cesses in hadron-hadron, hadron-photon and photon-photon collisions from a few GeV up
to the highest cosmic ray energies. The momenta of the partons entering the hard scattering
processes are obtained using conventional PDFs as well and PDFs of the pomeron [188],
a hypothetical particle that was introduced to explain particle production in diffractive in-
teractions. The PHOJET includes the initial state radiation and multiple final state interac-
tions, while hadronization is based on Lund model for the jet fragmentation [189, 190]. The
PHOJET was used as alternative generator to PYTHIA for corrections of pT spectra in pp
collisions.

• DPMJET [191, 192] is based on the Dual Parton Model and unifies features of DTU-
JET [193] and PHOJET models. This generator is capable of simulating hadron-nucleus,
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nucleus-nucleus, photon-hadron, photon-photon and photon-nucleus interactions from a
few GeV up to the highest cosmic ray energies. The Monte Carlo realization of the
Gribov-Glauber multiple scattering formalism allows the calculation of total, elastic, quasi-
elastic and production cross sections for any high-energy nuclear collision. Individual
hadron(photon, nucleon)-nucleon interactions are described by PHOJET including multi-
ple hard and soft pomeron exchanges, initial and final state radiation as well as diffraction.
All color neutral strings are hadronized according to the Lund model as implemented in
PYTHIA. The DPMJET-III [192] has been used for corrections of pT spectra in p–Pb and
Pb–Pb collisions.

• HIJING [194] is a Monte-Carlo generator to study jet and multiparticle production in high
energy pp, p–A and A–A collisions at energy from 5 GeV to several TeV. The model in-
cludes multiple minijet production, nuclear shadowing of parton distribution functions, and
a schematic mechanism of jet interactions in dense matter. Glauber geometry for multi-
ple collisions is used to calculate p–A and A–A collisions. The main features included in
HIJING are as follows: i) soft jet production is modeled based on Lund FRITIOF [195]
and DPM models, ii) multiple minijet production with initial and final state radiation is in-
cluded based on PYTHIA, iii) an impact-parameter dependent PDF is introduced to study
the sensitivity of observables to the gluon shadowing, iv) a model of jet quenching to study
dependence of high-pT particle production on energy loss of parton traversing dense QCD
matter. These generator was used for corrections of pT spectra in Pb–Pb collsions.



Chapter 3
Hard Probes of the Quark-Gluon Plasma

Particles produced in nuclear collisions with large transverse momentum and/or mass, pT, m�
ΛQCD are well suited to study the hottest and densest phases of the reaction. Such probes
originate from partonic scatterings with a large momentum transfer Q and thus are directly
coupled to the fundamental QCD degrees of freedom. They are produced in very short time-
scales, τ ∼ 1/Q, what allow them to propagate through (and potentially affected by) the
medium. Moreover, their cross section can be theoretically predicted using the perturbative
QCD (pQCD) framework [196]. The increased energy of A–A collisions at the LHC relative
to those at RHIC leads to much larger cross sections for hard processes. Energetic quarks
and gluons can be observed as jets or single particles with pT larger than 100 GeV/c. Simi-
larly, high-pT photons, charmonium and bottomonium states and weak bosons W and Z are
copiously produced at the LHC. The details of production and propagation of these high-pT
probes can be used to explore the mechanism of parton energy loss and deconfinement in the
medium.

3.1 Particle Production in Hard Processes

In high-energy hadron-hadron or nucleus-nucleus collisions, the production of high-pT par-
ticles can be computed from the underlying parton-parton hard processes using the QCD
factorization theorem [197]. The hard inelastic cross section for a production of hadron h in
nuclear collision can be factorized

dσAB→h = f a
A
(
x1,Q2)⊗ f b

B
(
x2,Q2)⊗dσab→i

(
x1,x2,Q2)⊗Di→h

(
z,Q2) , (3.1)

where the different factors denote:

• the non-perturbative parton distribution functions f a
A
(
x1,Q2) and f b

B
(
x2,Q2) in the two col-

liding nuclei. They depend on the parton momentum fraction in the nucleus x = pa,b/pA,B
and the momentum transfer Q2, and are determined in the lepton-nucleus deep-inelastic

29
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scatterings and proton-nucleus or deuteron-nucleus collisions (see Refs. [198, 199] for more
details),

• the perturbative partonic cross section σab→i for the production of parton i, calculable for
the Q2�Λ 2

QCD up to a given order of αs within pQCD framework,
• the non-perturbative universal fragmentation function (FF) Di→h

(
z,Q2) of the scattered

parton i into hadron h that carries fraction z = ph/pi of the parton momentum. They are
determined experimentally in e+e−, electron-proton and proton-proton collisions (see Ref.
[200] for a recent review).

The QCD factorization is valid if the characteristic time and length scales of the hard parton-
parton interaction (τ ∼ 1/Q) are short compared to those of the soft interactions between
partons in the initial state (PDFs), and of the fragmentation process of hard scattered partons
in the final state (FFs). The dijet production in nucleus-nucleus collision based on the QCD
factorization is shown schematically in Fig. 3.1.

Fig. 3.1 Schematic picture of dijet production in high-energy nucleaus-nucleaus collisions based on
the QCD factorization theorem. The parton distribution functions fA

(
x1,Q2

)
and fB

(
x2,Q2

)
, partonic

cross section σ
(
x1,x2,Q2

)
and fragmentation function Di→h

(
z,Q2

)
are shown. The IRS (FSR) repre-

sents the initial (final)-state radiation. Figure is taken from [201].
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3.1.1 Nuclear Parton Distribution Functions

The parton distribution functions of a nucleon can be modified if it is bound in a nucleus.
This nuclear modification was observed for the first time by the EMC collaboration in deep
scattering of muons on deuterium and on heavier nuclei [202, 203]. The data show that the
structure functions of the nucleon measured in nuclei are different from those measured on
quasi-free nucleons in deuterium, with the ratios below unity for x < 0.05 (shadowing) and
0.25 < x < 0.7 (EMC effect).
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Fig. 3.2 The nuclear modifications of parton distribution functions for valence quarks RV, sea quarks
RS and gluons RG determined for lead ions at fixed momentum transfer Q2 = 1.69 GeV2 and 100 GeV2

[198]. The thick black lines indicate the best-fit results, whereas the dotted green curves denote the error
sets. The shaded bands indicate the total systematic uncertainties.

The nuclear parton distribution functions (nPDFs) are presently determined using next-to-
leading order (NLO) pQCD calculations with various types of experimental input, including
deep inelastic lepton-nucleus scattering, proton-nucleus and deuteron-nucleus collisions [198,
199]. Within this framework, the bound proton NLO PDFs f A

i
(
x,Q2) are defined for each

flavor i by
f A
i
(
x,Q2)≡ RA

i
(
x,Q2) f N

i
(
x,Q2) , (3.2)
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where RA
i
(
x,Q2) denotes the nuclear modification to the free proton PDF f N

i
(
x,Q2). The

resulting nuclear modifications for lead ions for momentum transfers Q2 = 1.69 GeV2 and
100 GeV2 are shown in Fig. 3.2 [198]. The modifications for the valence quarks RV, sea
quarks RS and gluons RG are determined in comparison to the free proton f N

i
(
x,Q2) from the

CTEQ6.1M set [204]. The shadowing effect at small x is clearly visible for all flavors while
the EMC effect is seen for the valence quarks, taking into account systematic uncertainties.
There is also visible enhancement for x∼ 0.1 (antishadowing) for valence quarks and gluons,
as well as for x ∼ 1 (Fermi motion) for all flavors. The EPS09NLO nuclear modifications
have been used in the model comparisons to ALICE p–Pb data [16, 21] and will be discussed
in detail the subsequent chapters. The new calculations of nuclear modifications (EPPS16)
including the LHC p–Pb data has recently become available [199] and are in agreement with
the previous EPS09NLO nPDFs. However, the systematic uncertainties are still significant for
all components and more data is therefore required, in particular at small x, for the quantitative
studies.

The shadowing may be an indication of saturation effects in the nucleus, which is also
indicated by the ZEUS results from the electron-proton deep inelastic scattering [205]. The
obtained PDFs show that the gluon density grows extremely rapidly at small x with increas-
ing momentum transfer, which for increasing colliding energy

√
s would cause a more rapid

increase of the total cross section than allowed by the unitarity [206]. A solution to this
problem is provided by the gluon saturation models, e.g. the Color-Glass Condensate (CGC)
[110, 111]. In this model, the grow of the gluon density is tamed by the gluon recombination
(gg→ g) processes, which lead to a saturation of gluon density at small x. The saturation
effects become more important for heavy nuclei, since the saturation scale Qs depends on the
gluon density per transverse area seen by a probe traversing a nucleus. Thus, Q2

s ∝ A1/3 for
nucleus with A number of nucleons.

The saturation effects are relevant for small transverse momenta. However, the saturation
has been also proposed as a possible explanation of the suppression of hadrons at higher pT
observed in the heavy-ion collisions. This is often referred to as cold nuclear matter (CNM)
effect. It has been tested by author with the ALICE data on p–Pb collisions [16, 21] and will
be discussed in the subsequent chapters.

3.1.2 Parton Fragmentation Functions

The non-perturbative fragmentation functions describe how the color-carrying quarks and glu-
ons transform into color-neutral particles such as hadrons or photons, which is the most in-
triguing QCD process. For a depth overview of this field and a detailed list of available datasets
and experimental results see Ref. [200]. In this section a short overview is presented.

The best studied is the integrated FF, Di→h
(
z,Q2), which describes the fragmentation of an

unpolarized parton of type i into an unpolarized hadron of type h, where the hadron carries
the fraction z of the parton momentum. Here, only longitudinal momentum of the hadron is
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hand-side panels show the corresponding relative uncertainties. The calculations at Q2 = 10 GeV2

(dashed-dotted lines) are also depicted. A comparison to the previous analysis by DSS [208] (dashed
lines) is also shown.

considered, i.e. the component of the momentum along the direction of motion of the parton.
The transverse momentum of the hadron relative to the parton is integrated over. In addition to
the integrated FF, one can consider a number of other FFs by including the spin of the parton
and/or hadron, the transverse momentum of the hadron relative to the parton, higher-twist
effects, and fragmentation into more than one hadron (see Ref. [200] for more details).

The FFs are determined based on the NLO and recently next-to-next-to-leading NNLO
pQCD calculations [209] of input data from various processes including

• single-inclusive hadron production in electron-positron annihilation, e++ e−→ h+X ,
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• semi-inclusive deep-inelastic lepton-nucleon scattering, l +N→ l +h+X ,
• single-inclusive hadron production in proton-proton collisions, p+ p→ h+X .

In order to make use of all measured processes, global fits are essential to extract FFs. The first
simultaneous fit of e−e+ and l+N and pp data to extract the integrated FFs was performed by
de Florian, Sassot, and Stratmann (DSS) [208, 210, 211]. They included precise RHIC data to
extract the FFs of pions and kaons as well as CDF and UA1 and UA2 data for the extraction of
FFs for unidentified charged hadrons and protons. Surprisingly, the NLO pQCD calculations
with the DDS FFs could not describe the ALICE high-pT spectra for the neutral pions and eta
mesons [212] as well as for the unidentified charged hadrons [18] (author result). The latter
will be discussed in detail in the subsequent chapters.

Recently, the new DDS proton-to-pion FFs have been released [207]. The new DSS fit
solves the problem with a refit including the ALICE data on neutral pions [212] and removing
the PHENIX low pT points, which cause the most tension, via a minimum pT cut. The result-
ing state-of-art FFs for parton-to-pion fragmentation are shown in Fig. 3.3. For comparison,
the results of previous DDS fit [208] (dashed lines) are also shown.

A new development is the measurement of hadrons in jets at the LHC which allows a direct
access to the z dependence of FFs in pp, p–Pb and Pb–Pb collisions. The first results have
been reported by ATLAS [213–216] and CMS [217, 218]. Recently, ALICE has released
preliminary results on the strange-particle production in jets in p–Pb and Pb–Pb collisions
[219], which should provide an important input for the determination of FFs. Moreover, the
comparison of FFs in pp, p–Pb and Pb–Pb are expected to improve our understanding of
possible modifications of parton showers due to interactions with the quark-gluon plasma,
referred to as jet quenching [127].

3.2 Parton Energy Loss Mechanisms

The total energy loss of a parton traversing QCD medium is a sum of collisional and radia-
tive terms ∆E = ∆Ecoll +∆Erad (Fig. 3.4). Their relative contribution to the total energy loss
depends on the properties of the medium. The main differences between the QED and QCD
energy loss is that the QCD coupling αs changes more rapidly with momentum transfer Q
than αem, and that the effective strength of the coupling of quarks and gluons depends on their
color factors. In general, the QCD energy loss is a function of the parton energy E, mass M
and color factor CR, the medium temperature T , the QCD coupling αs, and the distance L
which parton travels in the medium, ∆E(E, M, CR, αs, T , L). Presently, models of jet quench-
ing with a hydrodynamical medium expansion are used to calculate parton energy loss (see
e.g. Ref. [220–222]), where the parton-parton interaction cross section depends on the local
medium properties. In this section, a few quantitative features of the energy loss mechanisms
with examples of model implementation are presented. For a depth review of the field see
Refs. [201, 220–224].
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Fig. 3.4 Diagrams for collisional (left) and radiative (right) energy loss of a quark with incident energy
E traversing the quark-gluon plasma. Figure is taken from Ref. [201].

3.2.1 Collisional Energy Loss

High energy quarks and gluons propagating through the quark-gluon plasma lose energy via
elastic scatterings with the thermal partons of the medium (Fig. 3.4, left). It was originally cal-
culated by Bjorken [127] in analogy to ionization energy loss of charged particles in ordinary
matter. More detailed calculations of the collisional energy loss were performed by various
authors [223, 225–227]. The obtained collisional energy loss per unit distance, dEcoll/dx, for
a high energetic parton (E�M� T ) is given by [223]:

• light quark or gluon

− dEcoll

dx

∣∣∣∣
q,g
≈ πCRαs

(
m2

D
)

αs (ET )T 2
(

1+
nf

6

)
ln
(

ET
m2

D

)
, (3.3)

• heavy quark

− dEcoll

dx

∣∣∣∣
Q
≈−dEcoll

dx

∣∣∣∣
q,g
− 2

9
πCRαs

(
M2)

αs (ET )T 2ln
(

ET
M2

)
, (3.4)

where nf is the number of thermally equilibrated quark flavors, CR =CF = 4/3(CR = Nc = 3)
is color factor for quark(gluon). The mD is the Debye screening mass in the QGP, where
m2

D = 4παsT 2 (1+nf/6). It characterizes the typical momentum exchange with the plasma
and gives an order of thermal masses of the plasma constituents. One can note that the amount
of collisional energy loss is linearly proportional to the medium thickness and depends only
logarithmically on the initial parton energy.

3.2.2 Radiative Energy Loss

The dominant mechanism of energy loss of a high energetic parton in a QCD medium is
via medium-induced multiple gluon radiation [223, 228–234], which is illustrated in Fig. 3.4
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(right). The underlying process is that a parton traversing the medium acquire momentum (or
virtuality) due to interaction with the medium. The amount of acquired momentum is deter-
mined by the transport coefficient q̂, which defines the scattering properties of the medium,

q̂≡
m2

D
λ

= m2
Dρσ , (3.5)

where λ is the mean free path, ρ is medium density and σ is the integrated cross section.
The radiative energy loss depends on the thickness of the medium. In practice, the two ex-

treme cases for thin (L� λ , Bethe-Heitler regime) and thick (L� λ , Landau-Pomeranchuk-
Migdal regime) media are considered. The difference between them is such that for the thick
media the interference effects need to be taken into account. For a high energetic light parton
of energy ω , the radiative energy loss is given by [223]:

• Bethe-Heitler (BH) regime (L� λ )

∆EBH
rad ≈ αsq̂L2ln

(
E

m2
DL

)
, (3.6)

• Landau-Pomeranchuk-Migdal (LPM) regime (L� λ )

∆ELMP
rad ≈

{
αsq̂L2 (ω < ωc),

αsq̂L2ln
(
E/q̂L2) (ω > ωc),

(3.7)

where for a thick medium (L� λ ) the energy loss is further differentiated into the regimes of
soft (ω < ωc) and hard (ω > ωc) gluon radiation, with respect to the characteristic radiated
gluon energy ωc = q̂L2/2.

Gluon radiation off a heavy-quark can differ from the case of a massless parton. Due to
kinematics constraints, the radiation is suppressed at angles θ smaller than the ratio of the
quark mass M to its energy E, θ < M/E. The distribution of gluons emitted by heavy-quark
differs from the gluon spectrum of light partons dPq by the factor [235]

dPQ = dPq

(
1+

θ 2
0

θ 2

)−2

, θ0 ≡
M
E
. (3.8)

This effect is known as the dead cone [235, 236] and results in a reduction of the total gluon
radiation emitted by heavy quarks. The total amount of reduction depends on a non-trivial
way on the various scales (E,M,L) of the problem and is presented in detail in [223]. Thus,
the radiative energy loss in the QGP is expected to be largest for gluons and then follows the
mass ordering of the quarks (q = u, d, s), charm (c) and bottom (b):

∆Eg
rad > ∆Eq

rad > ∆Ec
rad > ∆Eb

rad (3.9)

It has been addressed by the author and is discussed in detail in the subsequent chapters.
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3.2.3 Energy Loss in Strongly Coupled Plasma

Previously, the energy loss calculations in an ideal quark-gluon plasma have been discussed.
However, the nuclear matter produced in the heavy ion collisions at RHIC or LHC shows
the properties of strongly coupled, almost perfect liquid [116, 123–126], which is often re-
ferred to as a strongly coupled quark-gluon plasma (sQGP). Recently, it has been shown that
the parton energy loss in the sQGP can be calculated in an alternative way [237–244] based
on the Anti-de-Sitter/Conformal-Field-Theory (AdS / CFT) correspondence between weakly-
coupled gravity and strongly-coupled gauge theories [245, 246]. In these models, what acts
on the gluon cloud is a longitudinal drag force of order F ∼ T 2, and thus the virtuality scale
of the hard parton after propagating distance L in the plasma is Q2 ∼ (F ·L)2 ∼ T 4L2. The
resulting radiative energy loss is given parametrically by [224]

∆EAdS/CFT
rad ≈ T 4L3. (3.10)

It can be noted that the radiated energy has different dependence on the path length as well as
on the temperature as compared to the results obtained with the pQCD-based models for the
ideal QGP. Using the AdS/CFT-based approach it has been shown [240] that production of
charm and beauty hadrons is strongly suppressed at high-pT and suppression is much stronger
compared to that obtained using pQCD-based model [247] for the ideal QGP. It can provide
an alternative explanation for the similarity of the nuclear modification factor of light- and
heavy-flavor hadrons measured at RHIC as well as at the LHC. Recently, the first calculation
of the light-flavor jet energy loss in the sQGP has been reported [243]. Using a novel light-
flavor jet definition in the AdS/CFT theory the jet nuclear modification factors were found to
be in agreement with the LHC measurements [248–250].

3.3 Modeling of Parton Energy Loss

In this section the pQCD-based models for the parton energy loss calculation will be briefly
described. For a review of the currently available models see Refs. [220–222]. The energy-
loss formulas (Eqs. 3.6 and 3.7) refer to idealistic situation of a static and uniform QGP
plasma with the equation-of-state of ideal gas. However, the situation is much more complex
for a realistic plasma produced in heavy-ion collisions:

• the initial conditions (medium size and energy density) are not well known and fluctuate
event-by-event,

• the medium expands with a large velocity (∼ 0.7c) and its properties given by Debye mass
and transport coefficient are position and time dependent,

• the flavor and initial energy of the probing parton are not well known.
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3.3.1 Models of Radiative Energy Loss

There are four main classes of models which have been developed to address radiative parton
energy loss in a realistic plasma:

• path-integral formalism: BDMPS [231, 251], LCPI [230, 252] and ASW [253–256],
• opacity expansion approach: GLV [257], DGLV [258, 259] and WHDG [247],
• higher-twist (HT): HT-BW [260, 261] and HT-M [262, 263],
• finite temperature field theory approach by Arnold, Moore, and Yaffe (AMY) [264–267].

These models are based on the pQCD factorization (Eq. 3.1), where the entire effect of energy
loss is encoded in the medium-modified parton fragmentation function, assuming that the final
hadronization of the parton occur in the vacuum.

In the models based on the path-integral formalism, a hard parton loses energy in a multiple
soft scatterings on colored scattering centers and splits into outgoing parton and gluon. In this
case the medium modified fragmentation function can be factorized into a quenching weights,
PE (ε, q̂), which encode the probability that the propagating parton loses a fraction of energy
ε = ∆E/E due to multiple (n) gluon emissions, and vacuum fragmentation function

Dmed
i→h
(
z,Q2)= PE (ε, q̂)⊗Dvac

i→h

(
z

1− ε
,Q2
)
. (3.11)

The transport coefficient q̂ is determined from the fit to the data. The longitudinal expansion
of the plasma can be taken into account by rescaling the transport coefficient [254]

〈q̂〉= 2
L2

∫
τ0+L

τ0

dτ · (τ− τ0) · q̂(τ0)
(

τ0

τ

)α

, (3.12)

with α ≤ 1. The α characterizes the time-dependence of the plasma density, ρ(τ) ∝ τ−α . For
a purely longitudinal (Bjorken) expansion α = 1, and is often assumed in phenomenological
applications. For a probe propagating in the transverse plane, this will reduce the medium
density such that one power of the length dependence is cancelled for a radiative energy loss,
as compared to that in the static plasma (Eq. 3.7).

The opacity expansion is equivalent to the path integral approach but the gluon emission
spectrum is calculated starting from the single-hard radiation, which is then expanded to
account for gluon emission from multiple scatterings via recursive diagrammatic procedure
[257]. It employs diagrams that are ordered in opacity L/λg, where λg is the mean free path of
the radiated gluon. The incident parton looses an energy fraction with probability given by a
Poisson distribution [268], which is then used to model medium-modified FF in a similar way
as shown in Eg. 3.11. The main parameter of the model is the density of scattering centers in
the medium, or the gluon density dNg/dy, which is obtained from the fit to the experimental
data. In the GLV model, the parton energy loss has been obtained for the (1+1)D Bjorken
expanding medium in the limit of large parton energy (2E/m2

DL� 1) [269],
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∆E
E
≈ 9CRπα3

s
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1
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dNg
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L
E

ln
2E

m2
DL

, (3.13)

where A⊥ is a transverse area. It can be noted that the power of the path-length dependence
is reduced from quadratic for the static plasma (Eq. 3.7) to a linear one. The Eq. 3.13 can be
further simplified by relating the characteristic plasma parameters to the number of participat-
ing nucleons: dNg/dy ∝ Npart, L ∝ N1/3

part and A⊥ ∝ N2/3
part . Thus, the fractional energy loss scales

approximately as ∆E/E ∝ N2/3
part for a parton of fixed energy.

The higher-twist approach has been originally applied to calculate medium corrections to
the total cross section in deep inelastic electron-nucleus scattering due to multiple scattering
from partons confined in the nucleons [270, 271]. These corrections are enhanced by the
medium length L and suppressed by the power of the hard scale Q2. In this approach, the
medium modified fragmentation function is expressed by

Dmed
i→h
(
z,Q2)= Dvac

i→h
(
z,Q2)+∆Dmed

i→h
(
z,Q2) , (3.14)

where medium effects due to modified splitting functions in the parton shower [260] are en-
coded in the additive contribution ∆Dmed

i→h

(
z,Q2). From the fit to the data the average energy

loss suffered by the parton can be extracted.
The AMY approach describes parton energy loss in a hot QGP with temperature T � gsT .

This approach properly treats a coherence effect, known as the Landau-Pomeranchuk-Migdal
effect [272], which controls the strength of gluon radiation (up to O(gsT ) corrections) in the
thermal medium. A hard parton traversing the QGP undergoes a series of soft scatterings with
other constituents of the medium inducing the collinear radiation. The evolution of the hard
parton distribution (P) in the medium is given by [266],

dPa(p)
dt

=
∫

dk∑
b,c

[
Pb(p+ k)

dΓ b
ac(p+ k, p)

dkdt
−Pa(p)

dΓ a
bc(p,k)
dkdt

]
, (3.15)

where Γ b
ac(Γ a

bc) denote the transition rates b→ ac(a→ bc) for different partons. The resulting
medium modified FFs are obtained as the convolution of the vacuum FFs with the hard parton
distributions [267],

Dmed
a→h

(
z,Q2)= ∫ dpf

z
′

z ∑
a

Pa(pf, pi)Dvac
a→h

(
z
′
,Q2
)
, (3.16)

where z = ph/pi and z
′
= ph/pf, with momenta of the hard partons pi and pf immediately

after hard scattering and prior to exit the medium. The model of the medium is contained in
the space-time profile chosen for the initial temperature T . The model is convoluted with a
longitudinally expanding QGP to obtain quantitative results on the jet quenching.
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3.3.2 Jet Quenching Monte-Carlo Models

The Monte-Carlo models of jet quenching allow study in-medium modifications of parton
showers on event-by-event basis. Such models can be used to address more detailed exper-
imental observables based on particle distributions within jets. Moreover, the sensitivity of
these observables to the jet quenching can be tested with the full simulations of the experi-
mental setup with a realistic detector response.

The parton showers, govern by the DGLAP [273–275] evolution of the fragmentation func-
tions, are the basic ingredients of the event generators such as PYTHIA [276] and HERWIG
[277], which are often used for comparison with the real data in pp collisions. Thus, medium
effects can be included by modifying splitting functions. JEWEL [278] and YAJEM [279]
Monte-Carlo models based on the PYTHIA fragmentation are commonly used to simulate
parton shower evolution in the presence of a dense medium. The JEWEL model modifies the
PYTHIA parton shower via elastic scatterings and medium induced radiation in a medium
with fully microscopic dynamics. YAJEM increases the virtuality of the traversing partons
according to the medium transport coefficient q̂ which measures the virtuality gain per unit
path length, and this medium-induced virtuality leads to increased radiation. The energy loss
is calculated in a dynamically expanding medium.

3.4 Jet Quenching and Nuclear Modification Factor

Parton-energy loss prior to hadronization (jet quenching) [127] is expected to affect hard probe
observables. It is schematically illustrated in Figure 3.5 for dijet production in high-energy
proton-proton and heavy-ion collisions. The hard parton interaction with the medium created
in heavy-ion collision can affect jet energy as well as fragmentation function and results in
various observable consequences compared to the same measurements in proton-proton or
proton-nucleus collisions. It can lead to

• suppression of the production of high-pT hadrons,
• dependence of the hadron pT spectra on the collision geometry (centrality and orientation

with respect to reaction plane),
• modification of the hadron ratios at high pT,
• attenuation and pT-broadening of jets,
• softening and distortion of the jet multiplicity distributions.

The modification of high-pT particle or jet production is quantified with the nuclear mod-
ification factor RAA, defined as the ratio of the particle (jet) pT spectrum in A–A collisions
to that in pp collisions scaled by the average number of binary nucleon–nucleon collisions
〈Ncoll〉 for a given centrality class of A–A collisions,

RAA =
dNAA/dpT

〈Ncoll〉dNpp/dpT
=

dNAA/dpT

〈TAA〉dσpp/dpT
, (3.17)



3.4 Jet Quenching and Nuclear Modification Factor 41

pp collision 

q 
q 

hadrons  

leading  
hadron  

A-A collision 

q 
q 

hadrons  

leading  
hadron  

Jet quenching 

Fig. 3.5 Schematic view of dijet production in high-energy proton-proton (left) and heavy-ion (right)
collisions. Jet quenching in a medium can affect jet energy and fragmentation function.

where NAA and Npp are the charged-particle yields in A–A and pp collisions and σpp is the
production cross section in pp collisions, respectively. The average nuclear overlap function,
〈TAA〉= 〈Ncoll〉/σNN

inel , where σNN
inel is the total inelastic nucleon-nucleon cross section, depends

on the collision centrality and is determined using Monte-Carlo Glauber model as discussed
in Sec. 2.5.

It is also common to quantifiy nuclear modification in central with respect to peripheral
A–A collisions by using

RCP =

dNAA/dpT
〈Ncoll〉 (central)

dNAA/dpT
〈Ncoll〉 (peripheral)

. (3.18)

The measurements of nuclear modification factors for charged particles, identified light- and
heavy-flavor hadrons and jets have been addressed by author and are discussed in the subse-
quent chapters.





Chapter 4
Discovery of Jet Quenching at RHIC

The first measurement of hadron production in central Au–Au collisions at
√

sNN = 130 GeV
at RHIC showed a suppression of hadron spectra for pT up to 6 GeV/c as compared to the
scaled expectation from pp collisions [128, 129]. However, the reference pT spectra in pp
collisions used for the RAA determination were not available at the same

√
sNN and they were

derived based on the interpolation procedure leading to the large systematic uncertainties.
The observation of jet quenching was confirmed later with a set of crucial measurements at
the maximum RHIC energy of

√
sNN = 200 GeV including charged hadrons [130, 280–284],

neutral pions [285–287], eta mesons [288] and direct photons [289]. A short overview of the
RHIC measurements released before the LHC era is presented in this chapter.

4.1 Dihadron Azimuthal Correlations

The measurements of high-pT two-hadron angular correlations provide the most direct ev-
idence for production of jets in high-energy nuclear collisions and allow for the study
of the jet quenching phenomenon. The STAR collaboration has measured two-particle az-
imuthal correlations for the high-pT charged particles in pp, d–Au and Au–Au collisions at√

sNN = 200 GeV [130, 282]. The two-particle azimuthal correlations are defined as

D(∆φ)≡ 1
Ntrigger

1
ε

dN
d(∆φ)

, (4.1)

where Ntrigger is the number of trigger particles within 4 < pT(trig) < 6 GeV/c. Each distri-
bution results from the correlation of each trigger particle with all associated particles having
2 < pT < pT(trig) GeV/c in the same event. The ε is the efficiency for finding the associ-
ated particle. The analysis is performed for particles within |η |< 0.7, which translates to the
relative pseudorapidity range |η |< 1.4.

The comparison of the opposite-sign and same-sign two-particle correlation strength indi-
cates that the hard scattering and fragmentation is the predominant source of charged hadrons
with pT > 4 GeV/c in pp, p–Pb and Au–Au collisions. The opposite-sign correlation domi-
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nates over same-sign, which is related to the dynamical charge correlations between hadrons
from the leading and next-to-leading jets that originate from the qq̄ pairs. The most striking
feature is an increasing suppression of back-to-back relative to small-angle correlations with
increasing centrality of Au–Au collisions. The back-to-back correlation strength decreases
with increasing Npart and is consistent with zero for the most central collisions [130]. These
observations appear consistent with a large energy loss in a system that is opaque to the prop-
agation of high momentum partons or their fragmentation products.
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Fig. 4.1 Top: Efficiency corrected two-particle azimuthal distributions for minimum-bias and central
p–Au collisions [282], and for pp collisions [130] at

√
sNN = 200 GeV. The curves represent fits to the

distributions with the function defined by the sum of Gaussian peaks and a constant (see Ref. [282]
for details). Bottom: Comparison of pedestal-subtracted two-particle azimuthal distributions for central
p–Au collisions to those for pp and central Au–Au collisions [130]. Figure is taken from Ref. [282].

Figure 4.1 shows the two-particle azimuthal distribution measured in minimum-bias and
central d–Au collisions [282], and in pp and central Au–Au collisions [130]. While the near
side (∆φ ∼ 0) peak is similar for all thee collision systems, the back-to-back (∆φ ∼ π) peak in
central Au–Au (Fig. 4.1, bottom) shows a dramatic suppression relative to pp and d–Au col-
lisions. This contrast between Au–Au and d–Au collisions indicates that a strong suppression
is related with the final state effects in dense medium produced in central Au–Au collisions.
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4.2 Nuclear Modification Factors

The parton energy loss has been quantified at RHIC with nuclear modification factors mea-
sured for charged hadrons [280–284, 290, 291], neutral pions [285–287] and eta mesons [288],
as well as direct photons [289] in Au–Au and d–Au collisions at

√
sNN = 200 GeV. In the

absence of nuclear effects such as shadowing or Cronin effect [292], hard process should
scale with the number of binary nucleon-nucleon collisions, and nuclear modification factor
RAB = 1 (see Sec. 3.4).
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Fig. 4.2 Left: RAB(pT) of charged hadrons measured in central (0–5%) Au–Au and in central (0–20%)
[281] and minimum-bias p–Pb collisions at

√
sNN = 200 GeV [282]. Figure is taken from Ref. [282].

Right: RAA measured for π0 [286] and η mesons [288] and direct photons [289] in central Au–Au
collisions at

√
sNN = 200 GeV, with centrality classes 0–10%, 0–20% and 0–10%, respectively. The

boxes represent the normalization uncertainty related to the 〈TAA〉 (left) and pp cross section (right)
determination. The solid yellow curve is a GLV parton energy loss prediction [293]. Figure is taken
from Ref. [294].

Figure 4.2 (left) shows nuclear modification factors of charged particles in minimum-bias
and central d–Au collisions, and in central Au–Au collisions at

√
sNN = 200 GeV [282]. The

RAB measured in p–Pb collisions shows enhancement up to ∼ 1.5 for transverse momenta
2 < pT < 6 GeV and decreases for larger pT to ∼ 0.8 at pT = 9.5 GeV/c, independently
of collision centrality. On the other hand, the RAB in central Au–Au collisions exhibits a
large suppression of hadron spectra up to factor of 5 at high pT. A similar suppression is ob-
served for the high-pT π0 and η mesons (Fig. 4.2, right) measured in central Au–Au collisions
[286, 288]. The observed suppression is independent of light-quark neutral meson mass and
is almost constant for pT > 5 GeV/c. The RAA of π0 has been later measured up to 20 GeV/c
[287] showing the same, constant suppression. Moreover, the direct-photon RAA [289] scales
with the number of binary nucleon-nucleon collisions, as shown in Fig. 4.2 (right), providing
a strong confirmation that the observed large suppression of high pT hadron production in
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central Au–Au collisions is dominantly a final-state effect due to parton energy loss in the
medium, rather than an initial-state effect.

The nuclear modification factors have been also measured in the limited pT range for π±,
K±, p and p̄ [295], as shown in Fig. 4.3 (left). As expected, the suppression of high-pT charged
pions is identical to that for π0. For kaons there is a similar trend as for pions over a more lim-
ited pT range, while for protons and antiprotons there is an enhancement at pT = 2–4 GeV/c,
which is related to the Cronin effect and a strong radial flow developing in heavy-ion colli-
sions.
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Fig. 4.3 Left: RAA of π±, π0, K±, p and p̄ in central (0–5%) Au–Au collisions at
√

sNN = 200 GeV
[295]. The data for identified charged hadrons in Au–Au collisions are taken from Ref. [296]. The
RAA of π0 is taken from Ref. [287]. Right: Open heavy-flavor electron RAA in central (0–10%) Au–
Au collisions at

√
sNN = 200 GeV [297]. Both figures: The pT dependent systematic uncertainties are

shown as boxes around data points. The boxes at unity denote the normalization uncertainties.

The substantial modification of the pT spectra of electrons from semileptonic weak decays
of heavy-flavor mesons in Au–Au collisions as compared with pp collisions were observed by
the PHENIX experiment [297–300]. Figure 4.3 (right) shows the nuclear modification factor
of heavy-flavor electrons measured in central (0–5%) collisions [297]. Surprisingly, the same
suppression is observed for open-heavy flavor electrons and for light-flavor π0 and η mesons
at high pT, which indicates that the dead cone effect (see Sec. 3.2.2 for details) is small at
RHIC energies. However, it is not a direct measurements of heavy-quark production (as with
open charm or beauty mesons, e.g. D→ πK or B→ J/ψK) and quantitative comparison with
the suppression of the light mesons requires an understanding of the decay kinematics of open
charm and bottom mesons.

At RHIC, it has been also verified that the fragmentation of hard partons to π0 or η mesons
is not affected by the medium by studying the η/π0 ratio as a function of pT in pp, d–Au and
Au–Au collisions [288]. This is in agreement with the picture that hard scattered parent par-
tons first lose energy in the QGP and then fragment in vacuum into leading hadrons following
the same fragmentation function as in elementary collisions. Thus, the radiative energy loss
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approaches (see Sec. 3.3.1 for details) that the medium modification can be factorized into
energy loss probability and vacuum fragmentation function at rescaled energy seems to be
valid at RHIC energies.

The RHIC results reviewed in this chapter were the main motivation for author to address
the nuclear modification factor measurements at the LHC. The enhanced production cross sec-
tions of hard probes at the LHC and advanced particle identification techniques used in ALICE
allow for the precise measurements of light and heavy-flavor hadron spectra in substantially
extended pT range as compared to that at RHIC. The obtained results will be discussed in the
subsequent chapters.





Chapter 5
Soft Particle Production and Medium Properties at the
LHC

Measurements of low-energy particles with transverse momenta below a few GeV/c (vast
majority of produced hadrons), referred to as soft particles or bulk, is crucial to understand
properties of hot and dense QCD matter produced in heavy-ion collisions. For example, the
multiplicity distributions of soft particles can be used to to determine the initial energy density
reached during collision, the identified particle pT spectra give information about conditions at
and shortly after hadronization, while correlations between particles measure size and lifetime
of the system as well as characterize the transport properties of the medium via collective flow
phenomena. These measurements provide constraints on the medium properties that are used
in the parton energy loss models [221, 222]. In this chapter a short review of soft particle
production at the LHC will be presented.

5.1 Charged Particle Multiplicity

The most basic quantity studied with soft particles is the charged-particle multiplicity per
unit of pseudorapidity, dNch/dη . The averaged values of 〈dNch/dη〉 ≈ 1600(1950) have been
measured at |η | < 0.5 in central (0-5%) Pb–Pb collisions at

√
sNN = 2.76(5.02) TeV at the

LHC [301–303]. From the measured multiplicity, one can derive a rough estimate of the en-
ergy density with the help of a formula first proposed by Bjorken [108] that relates the energy
density to the transverse energy,

ε ≥ dET/dη

τ0πR2 =
3
2
(ET/N)

dNch/dη

τ0πR2 , (5.1)

where τ0 is the thermalization time (see Sec. 1.4), R is the nuclear radius, and ET/N is the
transverse energy per emitted particle. Assuming that τ0 ≈ 1 fm/c and ET/N ≈ 1 GeV, the
initial energy density is about 14 GeV/fm3 in central Pb–Pb collisions at

√
sNN = 2.76 TeV

[112], which is about factor of three higher than at the highest energy at RHIC [123–126],
and is much larger as compared to the critical value from the lattice QCD calculations,
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εc = 0.18–0.5 GeV/fm3 [83]. Thus, one can expect that the quark-gluon plasma is produced
in heavy-ion collisions at the LHC.

Figure 5.1 (left) shows the average charged-particle density per participant pair,
〈dNch/dη〉/

(
〈Npart〉/2

)
, measured as a function of

√
sNN in inelastic pp [304–307] and

pp̄ [308] collisions, in non-single diffractive (NSD) p–Pb [309] and d–Au [291] collisions,
and in central Pb–Pb [302, 303, 310–312] and Au–Au [313–317] collisions. The

√
sNN-

dependence of 〈dNch/dη〉/
(
〈Npart〉/2

)
can be fitted with a power law of the form a ·sb. It gives

an exponent of b = 0.155±0.004 for A–A, which gives much stronger dependence than that
for the smaller systems where a value of b = 0.103±0.002 is obtained. Thus, particle produc-
tion is no longer compatible with a logarithmic dependence with

√
sNN, which was valid for

the data up to the highest RHIC energy. Moreover, the same values of 〈dNch/dη〉/
(
〈Npart〉/2

)
measured for p–Pb and d–Au and pp indicate that the strong rise with

√
sNN observed for A–A

is not related to the particle production in multiple collisions of participating nucleons.
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Fig. 5.1 Left: Values of 〈dNch/dη〉/
(
〈Npart〉/2

)
in central Pb–Pb [302, 303, 310–312] and Au–Au

collisions [313–317] are shown as a function of
√

sNN, together with measurements in INEL pp [304–
307] and pp̄ [308] collisions, and in non-single diffractive (NSD) p–Pb [309] and d–Au [291] col-
lisions. Lines indicate fits with a power-law dependence on

√
sNN. The shaded bands show the un-

certainties on the extracted power-law dependencies. The central Pb–Pb measurements from CMS
and ATLAS at

√
sNN = 2.76 TeV were shifted horizontally for better visibility. Right: Dependence of

〈dNch/dη〉/
(
〈Npart〉/2

)
on the average number of participants 〈Npart〉 measured by ALICE in pp [307],

p–Pb [309] and Pb–Pb [302, 303] collisions. The Pb–Pb and pp data from lower energy are scaled up
by 1.2 and 1.13, respectively. The error bars for Pb–Pb data at

√
sNN = 5 TeV indicate the point-to-

point centrality-dependent uncertainties while the shaded band shows the correlated contributions. The
error bars for the rest of the systems denote the total uncertainty. Figures are taken from Ref. [303].



5.2 Identified Particle Spectra 51

Figure 5.1 (right) compares the centrality dependence of particle production in pp [307],
p–Pb [309] and Pb–Pb [302, 303] collisions measured by ALICE. The Pb–Pb and pp data
from lower energy are scaled up by 1.2 and 1.13, which were obtained using the power-law
dependence with

√
sNN. The 〈dNch/dη〉/

(
〈Npart〉/2

)
increases with Pb–Pb collision centrality

by a factor of ∼ 1.8, independently of collision energy. The similar increase is also observed
at RHIC energies [317, 318]. It is surprising that this increase of particle production with col-
lision centrality is almost constant up to TeV energies. One should expect that hard processes,
which scale with the number of binary collisions, should contribute significantly to particle
production at the LHC and lead to a steeper centrality dependence. Therefore, there needs be
a mechanism which limit the growth of multiplicity, e.g. gluon saturation or shadowing, in
order to describe the centrality and energy evolution of the particle production, as discussed
in detail in Ref. [303].

5.2 Identified Particle Spectra

Even at the LHC energies, the vast majority of all hadrons (> 95%) has momenta below
2 GeV/c. These hadrons are produced in non-perturbative processes which cannot be calcu-
lated using perturbative QCD framework. In elementary e+e− or pp collisions, the particle
pT spectra are described by the QCD-inspired models, e.g. PYTHIA [276], EPOS [319], etc.,
with a large amount of parameters. In heavy-ion collisions, the particle yields and spectra are
consistent with the statistical-thermal [117, 320–322] and hydrodynamical [319, 323–325]
models.

Figure 5.2 shows pT spectra [120] for pions, kaons and protons measured by ALICE in
central 0–5% (left) and peripheral 70–80% (right) Pb–Pb collisions at

√
sNN = 2.76 TeV in

comparison with measurements in Au–Au collisions at
√

sNN = 200 GeV [296, 316] and hy-
drodynamical model calculations. A dramatic change in spectral shapes from RHIC to LHC
energies is observed, with the protons in particular showing a flatter distribution. A flattening
of the spectra, more pronounced at low pT and for heavier particles, is expected in the hy-
drodynamical models as a consequence of the blue-shift induced by the collective expansion
(radial flow). The radial flow is stronger with increasing collision centrality and energy. A
comparison between two energies based on results from the the Blast-Wave model [119] fits
to the spectra shows that the radial flow in central collisions at the LHC is about 10% stronger
than at RHIC [120].

The hydrodynamical models give fairly good description of the pT spectra in central Pb–Pb
collisions (Fig. 5.2, left). In peripheral collisions (Fig. 5.2, right), these models (EPOS is miss-
ing) give a poor description of the data, indicating the limit of applicability of hydrodynamics.
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Fig. 5.2 Transverse momentum spectra for pions, kaons and protons measured by ALICE in central
0–5% (left) and peripheral 70–80% (right) Pb–Pb collisions at

√
sNN = 2.76 TeV. The spectra are

compared with measurements at lower collision energy at RHIC [296, 316] and with hydrodynamical
model calculations [319, 323–325]. Figures are taken from Ref. [120].

5.3 Identical Particle Correlations

The freeze-out volume, i.e. the size of the matter when strong interactions cease, and the total
lifetime of the created system, i.e. the time between collision and freeze-out, can be measured
by identical particle interferometry or femtoscopy, also referred to as Hanbury-Brown-Twiss
(HBT) correlations (see Ref. [326] for a review). For identical bosons (fermions), quantum
statistics leads to an enhancement (depletion) for particles emitted nearby in phase space.
This enhancement modifies the two-particle correlation function, measured in energy and
momentum variables, and can be related via a Fourier transformation to the space and time
distribution of the emitting source, namely the space-time hypersurface of last rescattering.

These correlations do not measure the size of the entire source. Instead, they address the
dimensions of the region of homogeneity, i.e. the size and shape of the phase space cloud of
outgoing particles whose velocities have a specific magnitude and direction. If the collective
expansion of the produced matter is strong, as is the case in central collisions, then the region
of homogeneity is significantly smaller than the entire source volume.
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Fig. 5.3 Left: Local freeze-out volume (left) and the system lifetime (decoupling time) τf (right) mea-
sured by identical pion interferometry with ALICE at the LHC [327] in comparison to central Au–Au
and Pb–Pb collisions at lower energies [316, 328–335]. Both figures are taken from Ref. [116].

Figure 5.3 shows results from two-pion correlations measurements for the central heavy-
ion collisions from very low up to LHC energies as a function of dNch/dη . The total freeze-out
volume (Fig. 5.3, left) is a product of geometrical factor and the radii measured in three or-
thogonal directions (Rlong, Rside, Rout). This volume shows a linear increase with the charged-
particle pseudorapidity density and is two times larger at the LHC than at RHIC, reaching
approximately 5000 fm3. The system lifetime τf (Fig. 5.3, right) is estimated from the pair-
momentum dependence of Rlong [327] and increases by 30% as compared to RHIC, to ap-
proximately 10 fm/c. The evolution from RHIC to the LHC of the individual radius param-
eters (Rlong, Rside, Rout), as well as their pair momentum dependence is in agreement with
hydrodynamical models [327, 336].

5.4 Azimuthal Flow

The nuclear overlap zone in collisions with nonzero impact parameter is not azimuthally sym-
metric, as schematically shown in Fig. 5.4 (left). It has an almond shape whose deformation
changes with centrality. In non-central collision, the pressure gradient between the center of
the overlap zone and its periphery varies with azimuth and is strongest in the direction of the
reaction plane angle, ψRP, which coincides with the direction of the minor axis of the almond.
The developing collective flow is proportional to the pressure gradient and therefore strongest
toward the reaction plane (Fig. 5.4, right), leading to an anisotropic distribution of particles,
as suggested for the first time by Ollitrault [337].

The flow pattern is quantified by Fourier expansion of particle transverse momentum spec-
tra measured in azimuthal angle φ [338],



54 5 Soft Particle Production and Medium Properties at the LHC

x 

y 

reaction plane 

φ 
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where vn is the Fourier coefficient, which can be determined as a function of pT, vn (pT) =
〈cos [n(φ −ψn)]〉, where average is calculated over particles produced in a given pT interval
and over events in a given centrality class. The order of Fourier harmonics is denoted by n,
φ is the azimuthal particle angle, and ψn is the angle of the spatial plane of symmetry of
harmonic n. There are several methods to determine the ψn on event-by-event basis, by use of
φ asymmetry generated by the flow itself or vn coefficients (see Refs. [144, 339] for details).

The v1 is known as a directed flow, which is most prominent close to beam rapidity and can
be used to investigate of the initial conditions in heavy-ion collisions with spectator nucleons
(see Ref. [340] for more details). In the past, the most attention was paid to the elliptic flow
(v2), which is directly related to the almond shape of the overlap zone in non-central collisions
(see Fig. 5.4), where the symmetry axis angle ψ2 ≈ ψRP. However, it has been realized [341]
that the event-by-event fluctuations in distribution of nucleons in colliding nuclei can lead
to irregular shapes of the reaction zone and the corresponding initial pressure gradients. The
irregular pressure gradients show no symmetry with respect to the reaction plane and therefore
induce higher harmonic flow patterns. Fluctuations can also tilt the symmetry angle of v2,
ψ2 6= ψRP (see Fig. 5.4, right), which leads to event-by-event fluctuations of the elliptic flow
direction and magnitude.

The elliptic flow magnitude increases continuously with
√

sNN from SPS/RHIC to LHC
energies [345]. At the highest RHIC energy, v2 reaches the value [123–126] compatible with
that predicted by the hydrodynamics for a perfect fluid, i.e. fluid without internal friction and
vanishing shear viscosity η , usually quoted as the ratio of shear viscosity to entropy den-
sity η/s. Based on the AdS/CFT correspondence it has been argued that the η/s has a lower
bound of η/s≥ 1/4π [346] for a large class of strongly interacting quantum field theories at
finite temperature and zero chemical potential. The value of η/s has been extracted from flow
measurements at RHIC by comparing the v2 (pT) with results from viscous hydrodynamic
calculations and by fitting the centrality dependence of the average pT-integrated elliptic flow.
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Fig. 5.5 The pT-integrated flow coefficients vn for n ∈ {2,3,4} as a function of centrality measured by
ALICE [342] (left) and vn(pT) for n∈ {2,3,4,5} as a function of pT measured by ATLAS [343] (right)
in Pb–Pb collisions at

√
sNN = 2.76 TeV, in comparison to event-by-event anisotropic flow calculations

(shaded bands) [344]. The ratio η/s = 0.2 was used in the calculations. Both figures are taken from
[344].

The early calculations yield η/s < (2.5− 5)/4π [347–350], close to the lower bound value.
This observation has lead to discovery of new form of matter - (almost) perfect liquid - pro-
duced in heavy-ion collisions at RHIC.

At the LHC, the measured v2(pT) is very similar to that at RHIC, while the pT-integrated
elliptic flow is larger by around 30% than at RHIC [342, 345, 353–355], as a consequence of
stronger radial flow. Figure 5.5 shows the pT-integrated and pT-differential flow coefficients
vn for charged particles measured in Pb–Pb collisions at

√
sNN = 2.76 TeV [342, 343]. The

elliptic flow depends strongly on centrality and pT, and dominates over higher harmonic flow
coefficients in non-central Pb–Pb collisions. For the most central collisions, the elliptic and
triangular flow (v3) show similar values, which point to the large event-by-event fluctuations
of the initial spacial geometry that generate v3 [353]. The data are compared to event-by-event
(3+1)D viscous hydrodynamical calculations (MUSIC) [344] with initial conditions simulated
using IP-Glasma model [356]. The results of calculations with η/s = 0.2, which is similar
to that at RHIC, are in good agreement with data for all flow coefficients. Thus, it can be
concluded that the matter created at the LHC behaves like the (almost) perfect liquid.

The flow coefficients vn (n ∈ {2,3,4,5}) have been also measured for identified light-flavor
hadrons in Pb–Pb collisions at the LHC [351, 357]. Figure 5.6 shows the pT-differential v2 for
pions, kaons and protons measured by ALICE in Pb–Pb collisions at

√
sNN = 2.76 TeV in four

centrality intervals [351]. For pT < 2 GeV/c, a clear mass ordering is seen, which is related
with a depletion in the particle spectrum at low pT values due to the radial flow. This deple-
tion increases with increasing particle mass and transverse velocity. Therefore, the heavier
particles have smaller v2 values compared to lighter particles at a given pT. The similar mass
ordering is also seen at low pT for higher flow harmonics (n > 2) [351]. Furthermore, the
v2 shows crossing for particles with different mass, which depending on the collision central-
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Fig. 5.6 The pT-differential v2 for pions, kaons and protons measured for four centrality intervals in
Pb–Pb collisions at

√
sNN = 2.76 TeV [351]. The measurements are compared with model calculations

(iEBE-VISHNU) [352], which are shown as lines in top panels. The differences between data and
model v2 are shown in the bottom panels.

.

ity and order of the flow harmonic, takes place at different pT values. The crossing point for
central collisions occurs at higher pT values of vn since the common velocity field, which ex-
hibits a significant centrality dependence, affects heavy particles more. The data are compared
with calculations based on iEBE-VISHNU, an event-by-event version of the VISHNU hybrid
model [352], which couples (2+ 1)D viscous hydrodynamics to a hadron cascade UrQMD
model [358], while initial fluctuating conditions are simulated with AMPT model [359]. This
model gives the best fit to the data (Fig. 5.6, lower panels) for the following parameters: ther-
malization time τ = 0.4 fm/c, transition temperature Tc = 165 MeV, and the ratio η/s = 0.08.
It can reproduce data within 10–15% for pT < 2 GeV/c. The similar agreement is achieved
for the higher harmonics.

The pT range for vn (n ∈ {2,3}) measurement for light-flavor hadrons in non-central Pb–Pb
collisions was recently extended up to pT = 20 GeV/c [360]. The observed magnitude of the
(anti-)proton elliptic and triangular flow is larger than that of pions in the range of 3–10 GeV/c.
This behavior is qualitatively consistent with a picture where particle production in this inter-
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mediate pT region includes interaction of jet fragments with bulk matter, as discussed in e.g.
Ref. [319]. For pT > 10 GeV/c, where particle production is dominated by fragmentation of
hard partons, the v2 is different than zero and is similar for hadron species, while the higher
harmonics are consistent with zero. This behavior of v2 is well reproduced by the parton
energy loss calculations based on the WDHG model [361], where azimuthal anisotropy in
particle momentum distribution is caused by the path-length dependence of parton energy
loss (see also Ref. [362]).

The non-zero elliptic flow has been also measured by ALICE for heavy-flavor D [363, 364]
and J/ψ [365, 366] mesons in non-central Pb–Pb collisions at

√
sNN = 2.76 and 5.02 TeV. The

v2 of D mesons measured in the pT range of 2–16(2–20) GeV/c at
√

sNN = 2.76(5.02) TeV
is comparable with that of light-flavor hadrons. For pT < 6 GeV/c, this result indicates that
the interactions with the medium constituents transfer to charm quarks information on the
azimuthal anisotropy of the system, suggesting that low momentum charm quarks take part in
the collective motion of the system. A positive v2 observed for pT > 6 GeV/c can be related to
the path-length dependence of the partonic energy loss. The positive J/ψ elliptic is observed
in non-central Pb–Pb collisions in the intermediate pT range of 1–6 (2–8) GeV/c at

√
sNN =

2.76(5.02) TeV, indicating that they inherit their flow from thermalized charm quarks.





Chapter 6
Measurement of pT Spectra of Charged Particles in pp,
p–Pb and Pb–Pb Collisions

ALICE has measured transverse momentum spectra of charged particles in pp collisions at√
s = 0.9, 2.76, 5.02, 7 and 13 TeV [14, 18, 25, 28], p–Pb collisions at

√
sNN = 5.02 TeV

[16, 21, 22, 28] and Pb–Pb collisions at
√

sNN = 2.76 and 5.02 TeV [15, 17, 28]. All quoted
results have been obtained by author. Most of the reported data sets were recorded by ALICE
during the first LHC data taking period in 2009–2013, while the pp data at

√
s = 5.02 and

13 TeV and Pb–Pb data at
√

sNN = 5.02 TeV were recorded in 2015. While analyzing pp
and Pb–Pb data at the highest collision energy the pp and Pb–Pb data at

√
s = 2.76 TeV and

p–Pb data at
√

sNN = 5.02 TeV were also reanalyzed [28]. The reanalysis was warranted by
significant improvements in track selection and efficiency corrections, which benefit from the
experience accumulated in the past years as well as better knowledge of the particle production
at the LHC energies. In this chapter, the technical aspects of charged-particle analysis and
resulting pT spectra used for the determination of nuclear modification factors are presented.

6.1 Spectra Analysis

The goal of the analysis was to determine the pT spectra of primary charged particles. A pri-
mary charged particle is defined in ALICE [367] to be a charged particle with a mean proper
lifetime τ larger than 1 cm/c, which is either produced directly in the interaction or from de-
cays of particles with τ smaller than 1 cm/c, excluding particles produced in interactions with
the detector material. According to the definition, the sample of primary charged particles in-
cludes e−, µ−, π−, K+, p, Σ−, Σ+, Ξ−, Ω− and heavy-flavor hadrons, and their antiparticles.
However, the primary charged particle spectrum is dominated by pions, kaons and protons,
which account for more than 95%, as estimated using ALICE measurements of identified
hadrons [28]. The analysis is based on tracking information from the ITS and TPC detectors,
located in the central barrel of the experiment. The kinematic ranges selected for particle mea-
surement in pp, p–Pb and Pb–Pb collisions (Tab. 6.1) are determined by the event and track
selection criteria, available statistics, as well as rapidity shift (∆y = 0.465) in p–Pb collisions.

59
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The event and track selection criteria are identical for all data sets and are optimized for the
best track quality and minimal contamination from secondary particles.

System
√

sNN (TeV) year pT range (GeV/c) psudorapidity range
pp 0.9 2010 0.15–20 |η |< 0.8
pp 2.76 2011 0.15–32 |η |< 0.8
pp 5.02 2015 0.15–50 |η |< 0.8
pp 7 2010 0.15–50 |η |< 0.8
p–Pb 5.02 2012, 2013 0.15–50 −0.3 < ηcms < 1.3
Pb–Pb 2.76 2010 0.15–50 |η |< 0.8
Pb–Pb 5.02 2015 0.15–50 |η |< 0.8

Table 6.1 Data sets and kinematic ranges used in the analysis of nuclear modification factors.

The data are presented as pT-differential cross sections for inelastic (INEL) pp collisions
originating from single-diffractive (SD), double-diffractive (DD) and non-diffractive (ND)
processes, and as invariant pT yields for non-single diffractive (NSD) p–Pb collisions and
centrality-selected INEL Pb–Pb collisions. Corrections for detector effects were determined
using MC simulations as well as data driven methods.

6.1.1 Trigger and Event Selection

The minimum-bias (MB) interaction trigger was based on signals from the forward scintillator
arrays (V0A and V0C) and the two innermost layers of the ITS, the Silicon Pixel Detector
(SPD), in coincidence with two beam bunches crossing in the ALICE interaction region. The
pp collisions at

√
s = 2.76 TeV were selected requiring a signal in either one of the V0A or

the V0C detectors or in the SPD (MBOR). The Pb–Pb collisions at
√

sNN = 2.76 TeV were
selected based on different combinations of hits in the SPD and either V0A or V0C detector
(see Ref. [144] for more details). For measurements of pp, p–Pb and Pb–Pb collisions at√

sNN = 5.02 TeV the trigger required a signal in both V0A and V0C detectors (MBAND).
In addition, the offline event selection was applied to reject beam-induced background in

all collision systems. The background events were efficiently rejected by exploiting the timing
signals in the two V0 detectors. In Pb-Pb collisions background was also rejected exploiting
the correlation between the arrival times measured in each neutron Zero Degree Calorimeter
(ZDC), positioned on both sides of the interaction point at 114.0 m for pp and Pb–Pb data at√

sNN = 2.76 TeV and at 112.5 m for the rest data sets. The contamination from electromag-
netic interactions in Pb–Pb collisions was strongly suppressed using signals from the ZDCs
(see Ref. [144] for more details).

The primary event vertex was determined with tracks from the central barrel. For the anal-
ysis of pp collisions, if no vertex was found using tracks, the vertex reconstruction was per-
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formed using SPD tracklets (track segments reconstructed based on the information from the
two innermost layers of the ITS). To ensure a uniform acceptance and reconstruction effi-
ciency witin |η | < 0.8, only events with a reconstructed vertex within |zv| < 10 cm from the
center of the detector along the beam direction were used in the analysis.

6.1.2 Track Selection

A set of cuts based on the number of space points and the quality of the momentum fit in
the TPC and ITS was applied to the reconstructed tracks [17, 28]. The tracks candidates in
the TPC were required to cross at least 120 pad rows (out of 159), and χ2 per point of the
momentum fit smaller than 4. Such tracks were extrapolated to the ITS and used for further
analysis if at least 2 matching hits (out of maximum 6) in the ITS, including at list one in the
SPD are found. The χ2 per reconstructed hit in the ITS was required to be smaller than 36.

The primary track selection is based on the distance of closest approach in the transverse
plane |dxy|< A+B · pC

T, with A = 0.0182 cm, B = 0.035 cm ·GeV/c, C = -1.0 and pT in units
of GeV/c, and along the beam axis |dz|< 2 cm. In order to improve the purity of primary track
reconstruction at high pT we developed a procedure [17] where we compare track parameters
from the combined ITS and TPC track reconstruction algorithm to that derived only from the
TPC and constrained by the interaction vertex point. The distance computed between these
two tracks reconstructed for the same track candidate,

χ
2
TPC−ITS = (vTPC−vTPC−ITS)

T · (CTPC +CTPC−ITS)
−1 · (vTPC−vTPC−ITS), (6.1)

where vTPC, vTPC−ITS and CTPC, CTPC−ITS represent the measured track parameter vectors
and their covariance matrices, respectively. The χ2

TPC−ITS was required to be smaller than 36.
This cut in fact removes high-pT fake tracks, which originate from spurious matches of low pT
particles in the TPC to hits in the ITS, and would result in an incorrect momentum assignment.
A full list of cuts is presented in Refs. [17, 368].

The track selection criteria were improved in the recent analysis of charged-particle pT
spectra [28]. In addition to mentioned cuts, the track length (L) measured on the TPC readout
plane (projection) was required to be L > A−B · pC

T, with A = 130 cm, B = 1.0 cm ·GeV/c,
C =−1.5 and pT in units of GeV/c. Moreover, additional requirements for the number of the
TPC pad-rows and clusters assigned to the track were applied (see Ref. [28] for more details).

6.1.3 Corrections

The data are presented as differential cross sections for inelastic pp collisions

d2σch

dηdpT
= σ

pp
MB ·

1
NMB

ev

d2Nch

dηdpT
≡ σ

pp
MB ·

Nrec
ch (∆η ,∆ pT) ·C(∆η ,∆ pT)

Nrec
ev ·∆η∆ pT

· εVZ, (6.2)
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and transverse momentum spectra for non-single diffractive (NSD) p–Pb and centrality-
selected INEL Pb–Pb collisions

1
Nev

d2Nch

dηdpT
≡

Nrec
ch (∆η ,∆ pT) ·C(∆η ,∆ pT)

Nrec
ev ·∆η∆ pT

· εMB · εVZ, (6.3)

which are obtained by correcting the charged particle yields Nrec
ch reconstructed in the (∆η ,∆ pT)

intervals for all detector effects that either influence the event reconstruction, and thus are
relevant only for the overall normalization (event-level corrections), or influence the track
reconstruction and are relevant for both the spectral shape and normalization (track-level cor-
rections). The εMB and εVZ denote the MB trigger and event vertex reconstruction efficiencies,
and and C(∆η ,∆ pT) are track-level correction factors, determined for the (∆η ,∆ pT) inter-
vals. Note that the presented yields or cross sections correspond to the average values in the
pT intervals (bins) and are plotted versus pT at the bin center. There are no addition correc-
tions on the spectra related to the finite bin width in pT. Details of the correction procedure
are described in the following sections.

6.1.3.1 Event-Level Corrections

In Eq. 6.2 the minimum-bias cross section σ
pp
MB for triggered pp collisions was determined

using van-der-Meer scans. It depends on the trigger settings and amounts to 47.82.5
−3.0 mb at√

s = 0.9 TeV, 55.4± 1.0 mb at
√

s = 2.76 TeV and 62.2± 2.2 mb at
√

s = 7 TeV for the
MBOR [369], and 51.2± 1.2 mb at

√
s = 5.02 TeV for the MBAND [370]. The differential

charged-particle yields d2N/dηdpT were calculated for the MB event class
(
NMB

ev
)

by nor-
malizing to the number of reconstructed events Nrec

ev , which have a reconstructed event vertex
within |zv| < 10 cm from of the center of the detector and correcting for the event vertex
reconstruction efficiency εVZ. The εVZ depends on the trigger settings, on the event genera-
tor used for corrections and on the collision energy, and amounts to 83%, 85% and 88% for
INEL pp events at

√
s = 0.9, 2.76 and 7 TeV, respectively. It was determined [369] based on

GEANT3 detector simulations with PYTHIA6 (Perugia 0 tune) event generator [183, 371].
The εVZ in the recent analysis of charged-particle pT spectra amounts to 88.3%(97.7%) at√

s = 2.76(5.02) TeV [28], as estimated using simulations with PYTHIA8 (Monash 2013
tune) event generator [184, 372].

For NSD p–Pb collisions, the efficiency of the trigger and event vertex reconstruction
(εMB · εVZ, as in Eq. 6.3) is about 99.2% [16], which was estimated using a combination of
event generators including: i) DPMJET for NSD p–Pb interactions [192], ii) PHOJET tuned to
pp data at

√
s= 2.76 and 7 TeV [186] together with a Glauber model [373] for the contribution

from SD interactions, and iii) STARLIGHT [374] used together with PYTHIA or PHOJET
for the proton excitation in the electromagnetic field of the 208

82 Pb nucleus. The DPMJET gen-
erator, which is based on the Gribov-Glauber approach and treats soft and hard scattering
processes in an unified way, includes incoherent SD collisions of the projectile proton with
target nucleons that are concentrated mainly on the surface of the nucleus. The SD collisions
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were removed by requiring that at least one of the binary nucleon-nucleon interaction is NSD.
The relative weight of the events in the cocktail is given by the cross sections of the corre-
sponding processes, which are taken to be 2.0 b(0.1 b) for NSD(SD) collisions estimated from
the Glauber model, and 0.1–0.2 b for EM interactions obtained from STARLIGHT calcula-
tions. The contributions from SD and EM interactions were found to be negligible for a given
trigger settings.

For Pb–Pb collisions, the trigger and event vertex reconstruction is fully efficient for the
centrality intervals within 0–80% range considered in this work, as estimated using Monte
Carlo simulations with GEANT3 and HIJING [194] event generator.

6.1.3.2 Track-Level Corrections

The differential charged-particle yields d2Nch/dηdpT (Eq. 6.2 and 6.3) are obtained from the
reconstructed yields of tracks Nrec

ch (∆η ,∆ pT) corrected using correction factors C(∆η ,∆ pT),
which are products of acceptance, efficiency, contamination and pT resolution. The numerical
values of primary charged-particle reconstruction efficiency, contamination with secondary
particles and pT resolution correction for selected systems are listed in Table 6.2.

System
√

sNN (TeV) event class pT range (GeV/c) efficiency contamination σ(pT)
pT

correction

pp 0.9 INEL 0.15–20 40–73% 0.6–7% < 2.0%
pp 2.76 INEL 0.15–32 36–68% 0.6–7% < 4.0%
pp 5.02 INEL 0.15–50 33–77% 0.7–9% < 5%
pp 7 INEL 0.15–50 40–73% 0.6–7% < 6.5%
p–Pb 5.02 NSD 0.15–50 41–80% 0.4–7% < 1.5%
Pb–Pb 2.76 0–5% 0.15–50 37–69% 0.7–13.4% < 4.0%
Pb–Pb 2.76 70–80% 0.15–50 38–71% 0.7–7% < 8.0%
Pb–Pb 5.02 0–5% 0.15–50 31–75% 0.7–20% < 3.0%
Pb–Pb 5.02 70–80% 0.15–50 32–77% 0.7–10% < 4.0%

Table 6.2 The numerical values of primary charged-particle reconstruction efficiency, contamination
with secondary particles and pT resolution correction for pp collisions at

√
s = 0.9, 2.76 and 7 TeV

[18] and
√

s = 5.02 TeV [28], p–Pb collisions at
√

sNN = 5.02 TeV [21], and Pb–Pb collisions at√
sNN = 2.76 TeV [17] and

√
sNN = 5.02 TeV [28].

6.1.3.3 Tracking Efficiency

The efficiency and purity of the primary charged particle reconstruction as well as acceptance
correction for the p–Pb data are calculated using Monte Carlo event generators with GEANT3
detector modeling combined with data-driven corrections. In the early analyses of charged-
particle pT spectra the corrections for detector efficiency were determined based exclusively
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Fig. 6.1 Left: Combined tracking efficiency and acceptance as a function of pT for different collision
systems determined based on Monte-Carlo detector simulations with selected event generators and a
reweighting method. For better visibility, the curves for p–Pb and Pb–Pb are offset by the indicated
values. The effect of the reweighting on the efficiency corrections is shown in the bottom panel. The
systematic uncertainties of the reweighting (< 2.4%) are not shown. Right: Contamination from sec-
ondary particles estimated from Monte Carlo simulations and from the distance of closest approach
(dxy) fits in data. The effect of the reweighting of secondary particles is shown in the bottom panel.
The systematic uncertainties on the scaling factors (< 20%) are not shown. Both figures are taken from
Ref. [28].

on detectors simulations with selected event generators. In the recent analysis [28], the de-
tector efficiencies obtained from simulations for different collisions systems were reweighted
using measured identified-particle fractions, which are different as compared to those in the
event generators. The resulting reweighted efficiencies differ by 2–7% with respect to simu-
lated values, with the largest modifications in the intermediate pT and for the central Pb–Pb
collisions, as shown in Fig. 6.1 (left). The reweighting procedure is discussed in detail in Ref.
[28]. The obtained tracking efficiency depends on pT, collision system and centrality, and
ranges between 31% and 77% for the considered data sets and track selection criteria.
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6.1.3.4 Secondary Particle Contamination

The contribution from secondary particles, i.e. products of weak decays of kaons, Λ hyper-
ons and muons, and particles arising from interactions in the detector material, was estimated
using the distance of closest approach (dxy) distributions of particles in data and Monte Carlo
simulations. Exploiting the differences, especially in the tails, of the dxy distributions between
primary and secondary particles, the measured distributions were fitted by a linear combi-
nation of dxy distributions (templates) for primary and secondary particles obtained from the
Monte Carlo simulations in different pT bins, as described in detail in Ref. [120]. The contam-
ination from secondary particles from simulations were rescaled up with the scaling factors to
match those in the data (up to factor of 1.7 for p–Pb collisions), as shown in the bottom panel
of Fig. 6.1 (right) [28]. The contamination is a function of pT and collision system (Fig. 6.1,
right), and amounts to∼ 8%(20%) in pp(Pb–Pb) collisions at pT = 0.15 GeV/c and decreases
below 1% for pT > 5 GeV/c.

6.1.3.5 Acceptance Correction in p–Pb

The two-in-one magnet design of the LHC imposes the same magnetic rigidity of the beams
in the two rings. The configuration for p–Pb collisions with protons at 4 TeV energy colliding
with 208

82 Pb ions at 82×4 TeV results in a shift in the rapidity of the nucleon–nucleon center-
of-mass system by ∆yNN = 0.465 in the direction of the proton beam. Therefore, the detector
coverage |ηlab| < 0.8 corresponds to roughly −0.3 < ηcms < 1.3. For massless or high pT
particles ηcms = ηlab +∆yNN, but the differential yield of non-massless particles at low pT
suffers from a distortion, which is estimated and corrected for based on the HIJING event
generator weighted by the measured relative particle abundances [27, 375].

The proper transformation of the ηlab under the boost along z-direction with ∆yNN is given
by the formula

sinh(ηcms) = sinh(ηlab−∆yNN)−

(√
m2

p2
T
+ cosh2(ηlab)− cosh(ηlab)

)
sinh(∆yNN), (6.4)

where the first term corresponds to the shift and the second term is an additional correction,
which can become arbitrary large depending on a particle mass to momentum ratio m/pT.
The boost moves particles in/out of the η-acceptance, leading to increase or decrease of the
measured yield. The corrections were derived using the pseudorapidity distribution measured
for inclusive charged particles in the present data sample [309].

The η-acceptance corrections are calculated as a function of m/pT using the ratio of the
dN/dηcms to the dN/dηlab (Eq. 6.4) integrated in the corresponding pseudorapidity intervals,

Cacc (m/pT) =

∫
η2
η1

dN/dηcms (m/pT)dη∫ η2+∆yNN
η1+∆yNN

dN/dηlab (m/pT)dη
. (6.5)
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Fig. 6.2 Acceptance correction factors for pion, kaons, protons, electrons and muons as a function of
pT and the overall correction factors applied for the three analyzed pseudorapidity intervals in p–Pb
collisions at

√
sNN = 5.02 TeV. Figure is taken from Ref. [368].

The overall η corrections for charged particle pT spectra as a function of pT is obtained as an
weighted average over the single particle contributions

Cacc (pT) = ∑
i=π,K,p

ni

nπ +nK +np
Cacc (mi/pT) . (6.6)

The obtained correction factors are shown in Fig. 6.2 for pion, kaons, protons, electrons and
muons as a function of pT as well as the overall correction factors applied for the three an-
alyzed pseudorapidity intervals in p–Pb collisions. The overall correction factors depends on
pT and pseudorapidity interval reaching up to 8% at the lowest pT.

6.1.3.6 Momentum Resolution

The transverse momentum of charged particles is reconstructed from the track curvature mea-
sured in the ITS and TPC detectors. The modification of the spectra arising from the finite
momentum resolution is estimated from the error obtained from the corresponding covariance
matrix element of the Kalman fit. Figure 6.3 shows relative pT resolution as a function of
pT for pp, p–Pb and Pb–Pb. For low transverse momenta (pT < 1 GeV/c), the resolution is
dominated by the multiple scattering and shows no difference between collision systems. The
best resolution σ(pT)/pT ≈ 1% is obtained at pT = 1 GeV/c for all collisions systems. For
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larger transverse momenta the resolution is deteriorated by the space point resolution used
in the tracking and reaches 10% for pp and Pb–Pb, and 3% for p–Pb for the largest pT. For
pp and Pb–Pb data sets at

√
sNN = 5.02 TeV the resolution got improved and is similar to

that for p–Pb [28]. The different pT resolution depending on the data set is due to different
quality of space point position calibration, which influences on the tracking performance. The
pT resolution was verified by studying the widths of the invariant mass distributions of K0

s
reconstructed from their decays to two charged pions. It was also verified that the resolution
does not depend on Pb–Pb collision centrality.
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Fig. 6.3 Relative pT resolution obtained from the measured track covariance matrix in pp, p–Pb and
Pb–Pb collisions. The boxes around data points denote assigned systematic uncertainties. Figure is
taken from Ref. [368].

To account for the finite pT resolution, correction factors to the spectra for pT > 10 GeV/c
were determined using an unfolding procedure [18, 28]. For the lower momenta corrections
are negligible. The pT dependent correction factors are applied (bin-by-bin) to the measured
pT spectra. They depend on the collision energy and collision system as well as on collision
centrality, due the change of the spectral shape. For

√
sNN = 5.02 TeV, the correction factors

reach 5%, 1.5% and 3%(4%) at pT = 50 GeV/c for pp, p–Pb and 0-5%(70–80%) central Pb–
Pb collisions, respectively. For

√
sNN = 2.76 TeV, they amount to 4% for pp and 4%(8%) for

0-5%(70–80%) central Pb–Pb collisions at the highest pT.
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6.1.3.7 Event Selection Bias

The event selection (trigger and vertex) introduces a small pT-dependence in the correction on
the pT spectra in pp collisions. This is due to the fact that the low-multiplicity pp events, which
are also characterized by a softer spectrum, are mostly rejected by the trigger and vertex selec-
tion criteria. The effect on the pT spectra was calculated from simulations with the PYTHIA8
(Monash 2013 tune) and the PYTHIA6 (Perugia2011 tune) event generators and was esti-
mated to be around 0.4–0.6%(2.2–2.6%) for pT < 1 GeV/c at

√
s = 2.76(5.02) TeV [28]. The

spectra are corrected by the average bias of these two generators, resulting in 0.5%(2.4%)
corrections to the spectra.

6.1.4 Systematic Uncertainties

The systematic uncertainties were estimated for pp [18, 28], p–Pb [16, 21] and Pb–Pb [17,
28] collisions using similar procedure. This procedure applied in the most recent analysis of
charged-particle pT spectra [28] is listed below.

• The effect of the selection of events based on the vertex position is studied by comparing
the fully corrected pT spectra obtained with alternative vertex selections: |zv| < 5 cm and
|zv|< 20 cm.

• The systematic uncertainties related to the track selection criteria were studied by varying
the track quality cuts. In particular, we varied the upper limits of the track fit quality param-
eters in the ITS (χ2

ITS/Nhits) and the TPC (χ2
TPC/Nclusters) in the ranges of 25–49 and 3–5,

respectively. The systematic uncertainties related to high-pT fake tracks [17] were estimated
by modifying the upper limits of the track matching criteria given by the χ2

TPC−ITS in the
range of 25–49. The resulting uncertainty dominates at high pT for all collision systems.

• The systematic uncertainty on the secondary-particle contamination includes contributions
from the template fits to the measured dxy distributions. We varied the fit model using
templates with two (primaries, secondaries) or three (primaries, secondaries from mate-
rial, secondaries from weak decays of K0

s and Λ ) components, as well as the fit ranges.
The maximum difference between the data and the 2 component-template fit is summed in
quadrature with the difference between results obtained from the 2 and the 3 component-
template fits and result is assigned as the systematic uncertainty on the contamination. This
contribution dominates for the lowest pT, independently of the collision system.

• The systematic uncertainty on the primary particle composition consists of several con-
tributions, including the extrapolation of the spectra to low pT, the approximation of the
relative particle abundances at high pT, the efficiency parameterization at high pT, the un-
certainties of the measured particle spectra and the MC assumptions on the Σ±/Λ spectra
ratios. For the extrapolation to low pT, we studied different parameterizations (Bylinkin and
Rostovtsev [376], modified Hagedorn [377], Blast-Wave [119]) and fit ranges. We varied
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the pT thresholds for the approximation of the relative particle abundances as well as the
efficiency parameterization at high pT. The measured particle spectra were varied within
systematic uncertainties (one particle species at a time), and the resulting differences to the
nominal spectra were added in quadrature to the systematic uncertainties. We also assigned
an additional uncertainty related to the different spectral shape of Σ± and Λ from the MC
generators.

• To account for the imperfect description of the experimental setup in simulations, we com-
pared the track matching between the TPC and the ITS information in data and Monte Carlo
after scaling of the fraction of secondary particles obtained from the fits to the dxy distribu-
tions. After rescaling the fraction of secondary particles, the agreement between data and
Monte Carlo is within 4%. This value is assigned as an additional systematic uncertainty.

• The systematic uncertainty on the pT resolution was estimated using the azimuthal angle
dependence of the 1/pT spectra for positively and negatively charged particles. The rela-
tive shift of the spectra for oppositely charged particles along 1/pT determines the size of
uncertainty for a given angle. We used the RMS of the 1/pT shift distribution for the full
azimuth as additional smearing of the pT resolution. To take into account the decrease in the
pT resolution with increasing interaction rate, we have studied the systematic uncertainty
for the pp and Pb–Pb data sets at

√
sNN = 5.02 TeV, obtained from the difference of the

spectra at high and low interaction rate. The uncertainty is negligible for pp collisions, and
is about 1% for Pb–Pb collisions.

• For the correction due to the trigger and vertex selection, calculated as the average bias of
two generators, half of the value is assigned as systematic uncertainty.

• The systematic uncertainty for the acceptance correction on the p–Pb data was estimated by
varying the relative particle abundances within their measured uncertainties and by chang-
ing the fit function for the low-pT extrapolation. The uncertainty is sizable only at low pT
where it reaches 0.2%.

• The material budget in the simulation was varied by ±4.5% [144], resulting in the system-
atic uncertainty in the range of 0.1–0.9%.

• The normalization uncertainty on the spectra in pp collisions was propagated from the cross
section measurements.

• The systematic uncertainties related to centrality selection were estimated by a comparison
of the pT spectra when the limits of the centrality classes are shifted due to an uncertainty
of ± 0.5% in the fraction of the hadronic cross section used in the analysis and by a com-
parison of results obtained using the SPD detector to estimate centrality as opposed to the
V0A and V0C.

The relative systematic uncertainties on the pT spectra obtained in the most recent analysis
of charged particles are summarized in Table 6.3 [28]. For the evaluation of the total system-
atic uncertainty all contributions are considered to be uncorrelated and they are summed in
quadrature. The improved reconstruction and track selection in the reanalysis of pp and Pb–
Pb data at

√
sNN = 2.76 TeV and p–Pb data at

√
sNN = 5.02 TeV [28] lead to significantly
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Source of Uncertainty pp p–Pb Pb–Pb
2.76 TeV 5.02 TeV 5.02 TeV 2.76 TeV 5.02 TeV

Event selection 0.9% 0.5% 0.1% 1.5% 0.14%
Track selection 0.4–3.8% 0.6–3.5% 0.6–3.8% 1.0–2.0% 0.6–4.9%
Secondary particles 0.5–5.1% 0.0–2.8% 0.0–2.1% 0.0–4.0% 0.0–4.5%
Particle composition 0.1–1.6% 0.2–2.4% 0.4–2.2% 0.0–2.0% 0.2–2.0%
Matching efficiency 1.0–4.0% 0.0–1.1% 0.3–3.2% 0.2–2.0% 0.2–1.2%
Trigger and vertex selection 0.0–0.5% 0.0–1.2% – – –
pT resolution 0.0–0.2% 0.0–1.4% 0.0–0.7% 0.0–2.7% 0.0–0.4%
Interaction rate – 0.0% – – 1.0%
Material budget 0.1–0.9% 0.1–0.9% 0.1–0.9% 0.1–0.9% 0.1–0.9%
Acceptance – – 0.0–0.2% – –
Combined Uncertainty 3.9–6.8% 1.5–4.4% 1.7–4.5% 2.6–4.6% 1.4–5.2%
Normalization 1.9% 2.3% 3.1% – –
Centrality – – – 0.1–3.6% 0.1–3.5%

Table 6.3 Contributions to the relative systematic uncertainty for pT spectra in pp, p–Pb, and Pb–
Pb collisions [28]. The ranges correspond to the maximal variation within the measured pT range of
0.15–50 GeV/c, as well as Pb–Pb centrality intervals. The pT-dependent contributions are assumed to
be independent and are summed in quadrature, resulting in the combined uncertainty.

reduced systematic uncertainties by a factor of about 2 as compared to previously published
results [16–18, 21].

6.2 pT Spectra in pp Collisions at
√

s = 0.9, 2.76 and 7 TeV

The transverse momentum spectra measured by ALICE in pp collisions at
√

s = 0.9, 2.76 and
7 TeV [18] are presented in this section. The measurement was performed in the pseudorapid-
ity range |η | < 0.8 for particles with pT > 0.15 GeV/c. The measured spectra were used to
construct reference pp spectra for comparison with Pb–Pb spectra at

√
sNN = 2.76 TeV [17]

and p–Pb spectrum at
√

sNN = 5.02 TeV [16, 21].
In total 6.8×106, 65×106 and 150×106 pp events at

√
s = 0.9, 2.76 and 7 TeV, which ful-

fill the MBOR trigger and offline selection criteria, were selected for analysis. The differential
cross section for inelastic pp collisions as a function of pT is shown in Fig. 6.4 for the three
measured collision energies. The spectral shape shows a clear evolution at high pT with colli-
sion energy from 0.9 to 7 TeV. The total pT-dependent systematic uncertainties, showed in the
bottom panel of Fig. 6.4, demonstrate the accuracy of the measurements for all energies over
the full pT range. The corresponding normalization uncertainties amount to +5.1/− 4.0%,
±1.9% and ±3.6%.

The pT spectra are compared to NLO pQCD calculations [378] for pT > 3 GeV/c which
are based on collinear factorization and use the CTEQ6.6M PDFs [379] and the DSS FFs
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Fig. 6.4 Left: Differential cross section of charged particles in inelastic pp collisions at
√

s = 0.9,
2.76 and 7 TeV as a function of pT compared to a NLO-pQCD calculation at the same energy [378].
Only statistical uncertainties are shown. The relative pT dependent systematic uncertainties on the
spectra are shown in the bottom panel. Right: Ratio of differential cross sections of charged particles in
INEL pp collisions at different collision energies as a function of pT. Grey boxes denote pT dependent
systematic uncertainties. Normalization uncertainties are not shown. The histograms show the same
ratio determined from NLO calculations. In the bottom panel, the ratio of data and NLO derived from
upper panel is shown. A variation of the scale of the NLO gives a systematic uncertainty on the double
ratio of 0.5–23.6% (0.9 TeV / 2.76 TeV), 1.0–37.8% (0.9 TeV / 7 TeV) and 2.4–12.3% (2.76 TeV / 7
TeV). Both figures are taken from Ref. [18].

[380, 381], with the factorization, renormalization and fragmentation scales µf = µr = µf′ =
µ = pT. The calculations show similar evolution of the high-pT dependence with

√
s but

overpredict data by a factor of about two (see discussion in Sec. 3.1.2). Similar observations
have been reported for measurements of neutral mesons by ALICE [212] and charged hadrons
by CMS [382].

The grey bands show the theoretical uncertainty on the NLO calculations corresponding
to µ = 2pT and µ = pT/2. The scale uncertainties decrease with collision energy and pT
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to 20–30% at
√

sNN = 7 TeV. The systematic uncertainties of the PDFs and FFs determined
from the fits to the data are much smaller compared to the scale uncertainties and are not
shown. Better agreement between data and calculations is observed for µ = 2pT indicating
that the involved partonic energy scale of the jet is larger than pT of the measured particle.
The poor description of the data with NLO-pQCD has been attributed to the gluon-to-hadron
fragmentation function, as discussed in Sec. 3.1.2.

Though the differential pT cross section at a given
√

s is not well described by the NLO
pQCD calculations, the relative dependence on pT of the cross sections measured at two differ-
ent collision energies is described much better. Figure 6.4 (right) shows the ratio of differential
cross sections of charged particles in INEL pp collisions at different collision energies as a
function of pT. For comparison, the same ratios are shown for NLO pQCD calculations. The
total pT-dependent systematic uncertainties on the ratios (show as grey boxes) were evaluated
taking into account correlated contributions and amount to 8.1–9.8%, 7.8–9.8% and 7.9–9.9%
for 0.9 TeV / 2.76 TeV, 0.9 TeV / 7 TeV and 2.76 TeV / 7 TeV, respectively. The corre-
sponding normalization uncertainties amount to +5%/−4.4%, +6.2%/−5.4% and ±4.1%,
which were obtained assuming that the contributions from the individual spectra are uncorre-
lated. The variation of the renormalisation, factorization and fragmentation scale in the NLO
pQCD calculations (µ = pT/2− 2pT) results in systematic uncertainty on the double ratio
of 0.5–23.6% for 0.9 TeV / 2.76 TeV, 1.0–37.8% for 0.9 TeV / 7 TeV and 2.4–12.3% for
2.76 TeV / 7 TeV. For all three ratios the good agreement between data and NLO calcula-
tions is found, as shown in the lower panel of Fig. 6.4 (right). This observation was used for
construction of reference pp spectra to determine nuclear modification factors.

6.3 Reference pp Spectra

The comparison of the particle production in p–Pb and Pb–Pb to pp in terms of the nuclear
modification factors requires reference spectrum in pp at the same collision energy. For the
first measurement of nuclear modification factors RAA in ALICE [15] no measurement of pp
at the same collision energy was available, and pp-reference spectrum was obtained using
power-law interpolation between the invariant yields measured at

√
s = 0.9 and 7 TeV. To

account for the uncertainty of the method the alternative pp references were determined for
pT > 6.5 GeV/c [15], resulting in the large systematic uncertainties on the RAA from−15% to
+50% for 6.5 < pT < 20 GeV/c. In the following publication of RAA [17] and RpPb [16, 21]
the pp references were constructed based on the pT differential cross sections measured in pp
collisions at

√
s = 0.9, 2.76 and 7 TeV [18]. The details of the pp-reference construction at√

s = 2.76 TeV and 5.02 TeV [18] are briefly described in the following sections.
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6.3.1 Reference pp Spectrum at
√

s = 2.76 TeV

The statistics in measurement of pp reference at
√

s = 2.76 TeV spectra allows to reach
pT = 32 GeV/c, as shown in Fig. 6.4 [18]. In order to measure the RAA up to pT = 50 GeV/c,
the extrapolation procedure was applied. The pT spectrum was parametrized for pT > 5 GeV/c
(Fig. 6.5) by so-called modified Hagedorn function [377],

1
2π pT

d2σ
pp
ch

dηdpT
= A

pT

mT

(
1+

pT

pT,0

)
, (6.7)

where mT =
√

p2
T +m2

0 denotes the transverse mass with pion mass m0 assumed for all par-
ticle tracks. For pT > 32 GeV/c, the obtained parametrization was used for extrapolation.
The resulting pp reference at

√
s = 2.76 TeV includes data points for 0.15 < pT < 5 GeV/c,

parametrization for 5 < pT < 32 GeV/c, and extrapolation for 32 < pT < 50 GeV/c. The
bottom panel of Fig. 6.5 shows the quality of the parametrization and pT-dependent system-
atic uncertainties on the pT spectrum and pp reference. The systematic uncertainties on the
pp reference include variation of the lower boundary of the fit range (3 < pT < 32 GeV/c,
7 < pT < 32 GeV/c) of the modified Hagedorn function. The statistical and systematic uncer-
tainties from the spectrum are propagated to the parametrization and extrapolation. Statistical
uncertainties in the extrapolated part of the reference are obtained from the covariance matrix
of the parametrization. The systematic uncertainties on the spectrum are propagated to the
reference by application of the full extrapolation procedure using the measured data points
shifted up and down by the total systematic uncertainty. The total pT-dependent systematic
uncertainties on the pp reference span from 6.4% to 19% (Fig. 6.5, bottom panel) in the mea-
sured pT range.

Figure 6.6 shows the comparison of the constructed pp reference at
√

s = 2.76 TeV
with the alternative references [18]. All references agree within systematic uncertainties for
pT > 20 GeV/c. The pp reference generated with PYTHIA8 agrees with the new pp ref-
erence for pT > 15 GeV/c. Below pT = 20 GeV/c, the PYTHIA8 spectrum shape is simi-
lar to the measured reference. The pp reference obtained by CMS [383] agrees the best for
pT < 6 GeV/c. The overall normalization systematic uncertainties ±1.5%(±6%) for ALICE
(CMS) are not included in the comparison. The pp reference determined using NLO scaling
of the pT spectrum measured in pp collisions at

√
s = 7 TeV, as shown in Fig. 6.4 (right),

d2σ

dηdpT

∣∣∣∣
2.76 TeV

=
d2σ

dηdpT

∣∣∣∣
7 TeV

·

d2σ

dηdpT

∣∣∣∣
NLO, 2.76 TeV

d2σ

dηdpT

∣∣∣∣
NLO, 7 TeV

, (6.8)

is in agreement with the new reference in the pT range 3–50 GeV/c (lower limit is determined
by the NLO calculations). The pp reference determined based on interpolation between 0.9
and 7 TeV spectra [15] disagrees with the constructed reference for pT > 6 GeV/c.
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Fig. 6.5 Differential cross section of charged particles in INEL pp collisions at
√

s = 2.76 TeV as
a function of pT [18], together with the parametrization for pT > 5 GeV/c and the extrapolation for
pT > 32 GeV/c with modified Hagedorn function [377]. In the bottom panel, the data to fit ratio is
shown (solid circles).The open circles show comparison to the parametrization extrapolated towards
lower pT. The systematic uncertainties on the data points and on the pp reference spectrum are denoted
with a gray band and solid red lines, respectively. The overall normalization systematic uncertainties
±1.9% is not shown.
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6.3.2 Reference pp Spectrum at
√

s = 5.02 TeV

In order to measure the nuclear modification factors in p–Pb collisions at
√

sNN = 5.02 TeV
[16, 21] the pp reference at the same energy was needed. However, no measurements in pp
collisions at this energy was available at that time. Therefore, the pp reference was constructed
using differential cross sections measured in pp collisions at

√
s = 2.76 and 7 TeV collisions

[18]. Three methods were combined to obtain the pp reference at
√

sNN = 5.02 TeV, which are
listed below.

• For low transverse momenta, 0.15< pT < 5 GeV/c, the interpolation between cross sections
measured at

√
s = 2.76 TeV and 7 TeV for a given pT was performed, assuming power-law

dependence of the cross section on the
√

s. Here, the maximum systematic uncertainty from
the underlying spectra has been assigned for the pp reference.

• For 5 < pT < 50 GeV/c, the differential cross section at
√

s = 7 TeV was scaled to√
s = 5.02 TeV using the NLO-pQCD calculations (Eq. 6.8). Systematic uncertainties on

the pp reference include systematic uncertainties from the pp spectra, difference to the in-
terpolated pp reference, and maximum difference to the scaled references determined for
the alternative scales, µ = pT/2 and µ = 2pT.

• For 20< pT < 50, the NLO-scaled pT spectrum was parametrized with the power-law func-
tion to be used as reference. The statistical and systematic uncertainties from the spectrum
were propagated to the parametrization using the same procedure as described in Sec. ??.
Here, the lower boundary of the fit for the systematic uncertainty determination were varied
between 15–25 GeV/c.

Such procedure was applied for pp reference determined in |ηcms| < 0.3 [16]. Here, the
parametrization at high pT was used starting already from 5 GeV/c. For the RpPb measure-
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Fig. 6.7 Top: Constructed pp references for
√

s = 2.76 and
√

s = 5.02 TeV [18]. Bottom: Compar-
ison of NLO-scaled reference at

√
s = 5.02 TeV to parametrization. The parametrization is used for

pT > 20 GeV/c. The open squares show comparison to the parametrization extrapolated towards
lower pT. The grey band indicates the total pT-dependent systematic uncertainties. The normalization
uncertainty (±3.6%) is not shown.

ments with 2013 p–Pb data [21] the pp reference was determined in |ηcms|< 0.8 using inter-
polation for pT < 5 GeV/c and NLO-scaled spectrum for higher pT.

The total pT-dependent systematic uncertainty on the pp references measured in the
|ηcms| < 0.3 and |ηcms| < 0.8, ranges between 7.7–8.2% and 6.8–8.2%, respectively. The
normalization uncertainty on the pp reference (±3.6%) is propagated from the pT spectrum
measured at

√
s = 7 TeV. The constructed pp reference at

√
s = 5.02 TeV for the |ηcms|< 0.3

is shown in Fig. 6.7 together with the pp reference at
√

s = 2.76 TeV [18] discussed above. The
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pT spectrum at
√

s = 5.02 TeV is shown with power-law parametrization for pT > 20 GeV/c.
In the bottom panel, a comparison of the NLO-scaled reference and the parametrization is
shown.

6.4 pT Spectra in p–Pb Collisions at√sNN = 5.02 TeV

The pT spectra of charged particles in p–Pb collisions at
√

sNN = 5.02 TeV at the LHC has
been presented for the first time by ALICE [16]. These data were recorded during a short
LHC p–Pb run in September 2012, in preparation for the main run scheduled at the begin-
ning of 2013. The number of p–Pb events used for the analysis amounts to 1.7× 106. The
pT spectra were measured in three pseudorapidity intervals |ηcms| < 0.3, 0.3 < ηcms < 0.8
and 0.8 < ηcms < 1.3, for pT in the range 0.5–20 GeV/c. In this analysis, the pT thresh-
old was set to 0.5 GeV/c to reduce systematic uncertainties related to rapidity shift (see
Sec. 6.1.3.5 for details), which are sizable only at low pT. For pT = 0.5 GeV/c they reach
0.6% for |ηcms| < 0.3, 4.3% for 0.3 < ηcms < 0.8 and 5.1% for 0.8 < ηcms < 1.3. The total
systematic uncertainties exhibit a weak pT and ηcms dependence and range between 5.2% and
5.5% for |ηcms| < 0.3, and between 5.6% and 7.1% for 0.8 < ηcms < 1.3. The normalization
uncertainty amounts to 3.1% [309].

The pT spectra measured in non-single diffractive p–Pb collisions at
√

sNN = 5.02 TeV for
the three pseudorapidity intervals are shown in Fig. 6.8 (left) [16] together with the constructed
pp references spectrum, scaled by the nuclear overlap function 〈TpPb〉 = 〈Ncoll〉/σNN =
0.0983± 0.0035 mb−1, with 〈Ncoll〉 = 6.9± 0.7 and σNN = 70± 5 mb. 〈Ncoll〉 was calcu-
lated for the minimum-bias p–Pb collisions (no centrality selection) with the Glauber model
(see Ref. [309] for details). The measured pT spectra show a weak pseudorapidity depen-
dence, as demonstrated in the bottom panel of the figure. At high pT, the pT distributions in
p–Pb collisions are similar to that in pp collisions.

The high statistics of p–Pb collisions at
√

sNN = 5.02 TeV was collected by ALICE in
2013. The pT spectra based on the 60 times larger data sample ( 106×106) than in previous
analysis [16] has been reported in Ref. [21]. These data allow for a significant extension of
the transverse momentum range up to 50 GeV/c, as shown in Fig. 6.8 (right).

The pT spectra are presented in three pseudorapidity intervals (note the opposite ηcms
sign convention in Ref. [309]1) for 0.15 < pT < 50 GeV/c. For comparison, the pp ref-
erence determined in the broad pseudorapidity range |ηcms| < 0.8, scaled by the 〈TpPb〉 =
0.0983±0.0035 mb−1 [309], is also shown. The total pT-dependent systematic uncertainties
are function of ηcms and range between 3.4% and 6.7% in the measured pT range, while the
normalization uncertainty amounts to 3.1%.

1 The sign convention was changed such that in the p–Pb collisions the proton beam goes towards negative η . It
is a common LHC convention.
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Fig. 6.8 Transverse momentum distributions of charged particles in NSD p–Pb collisions for different
pseudorapidity ranges measured by ALICE in 2012 [16] (left) and in 2013 [21] (right). For better visi-
bility, the spectra are scaled by the indicated factors. The histogram represents the reference spectrum
in pp collisions scaled by the nuclear overlap function 〈TpPb〉= 0.0983±0.0035 mb−1 determined for
the minimum-bias (no centrality selection) p–Pb collisions. The lower panels show the ratios of the
spectra at backward pseudorapidities to that at |ηcms| < 0.3. The boxes represent the pT-dependent
systematic uncertainites. The normalization uncertainty of the spectra (±3.1%) is not shown. Note the
different sign convention for positive/negative pseudorapidity for the two measurements.

The ratios of the spectra for backward pseudorapidity ranges (−0.8 < ηcms < −0.3 and
−1.3 < ηcms < −0.8) to that at −0.3 < ηcms < −0.3 are shown in bottom panels of Fig-
ure 6.8. The shape of the pT spectra changes when going from central to backward (Pb-side)
pseudorapidity. It confirmed the previous observations for data collected in the 2012 pilot-run
[16] with better significance and extended pT range.

ALICE has also measured p–Pb spectra of charged particles as a function of collision cen-
trality [22], as shown in Fig. 6.9. The measurement was performed for seven centrality classes
in the central pseudorapidity |η |< 0.3 and 0.15 < pT < 30 GeV/c, with ∼ 106×106 events.
The centrality selection (see Sec. 2.5.2 for details) was based on information from the neu-
tron ZDC (ZN) located on the Pb-remnant side (A-side in the ALICE coordinate system). The
systematic pT-dependent systematic uncertainties are independent of collision centrality and
range between 3.4% and 5.8%, as shown in the bottom panel. The normalization uncertainty



6.4 pT Spectra in p–Pb Collisions at
√

sNN = 5.02 TeV 79

is around 3.1% as for minimum-bias measurements. It is visible that the spectral shape at high
pT is independent of collision centrality and can be described by the power-law.
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Fig. 6.9 The pT spectra of charged primary particles measured in p–Pb collisions at
√

sNN = 5.02 TeV
as a function of collision centrality [22]. For better visibility, spectra are scaled by indicated factors.
The pT-dependent systematic uncertainties, independent of collision centrality, are shown in the bottom
panel. The normalization uncertainty of the spectra (±3.1%) is not shown.
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6.5 pT Spectra in Pb–Pb Collisions at√sNN = 2.76 TeV

The pT spectra of charged particles in Pb–Pb collisions at
√

sNN = 2.76 TeV at the LHC
has been reported for the first time by ALICE in Ref. [15]. This analysis was based on
the 2.3× 106 events collected in 2010, which passed the minimum-bias trigger and offline
selection criteria (see Sec 6.1.1 for details). The spectra were determined for central 0–
5% and peripheral 70–80% Pb–Pb collisions in the central pseudorapidity |η | < 0.8 and
0.3 < pT < 20 GeV/c (Fig. 6.10, left), with the pT-dependent systematic uncertainties in
the range 5–7% and 8–10%, respectively.
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Fig. 6.10 The invariant yields of charged particles measured in Pb–Pb collisions at
√

sNN = 2.76 TeV
for two (left panel) [15] and nine (right panel) [17] centrality intervals. The solid/dashed lines show
the pp reference spectra [15, 18] scaled by the nuclear overlap function determined for each centrality
interval and by the Pb–Pb spectra scaling factors (right panel). In the left panel, the error bars indicate
statistical uncertainties, while the systematic uncertainties are smaller than the symbols. The systematic
uncertainties of the pp reference spectra are contained within the thickness of the lines and statistical
uncertainties are not shown. In the right panel, the pT-dependent systematic and statistical uncertainties
for Pb–Pb are added in quadrature. The uncertainties on the pp reference spectra are not shown.

This measurement was later extended by ALICE [17] by adding more Pb–Pb data samples
(∼ 1.6× 107 events). The pT spectra were determined in nine centrality intervals and in the
kinematic range |η |< 0.8 and 0.15 < pT < 50 GeV/c (Fig. 6.10, right). The total systematic
uncertainties on the corrected pT spectra depend on pT and event centrality and amount to
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collision system
√

sNN = 2.76 TeV
√

sNN = 5.02 TeV
pp 52×106 109×106

p–Pb - 107×106

Pb–Pb (0–80%) 13×106 20×106

Table 6.4 Number of events used in the analysis for various systems and energies. The analysis of
Pb–Pb events was performed for the 0–80% centrality range.

8.2–13.5% (10.3–13.4%) in the most central (peripheral) collisions. For better visibility, the
pT spectra in Pb–Pb are scaled by factors indicated in the figure. The pp-reference spectra
scaled by the nuclear overlap functions and by the Pb–Pb spectra scaling factors are also
shown for comparison. At low pT, Pb–Pb spectra differ from the pp reference which is in
agreement with the previously observed scaling behavior of the charged particle production
as a function of centrality [301, 302, 384] (see also Sec. 5.1 for discussion). The shape of the
Pb–Pb pT spectra changes with collisions centrality with marked depletion at high pT around
5 GeV/c, indicating a strong suppression of charged-particle production.

6.6 pT Spectra in pp and Pb–Pb Collisions at√sNN = 5.02 TeV

The measurement of pT spectra of primary charged particles in pp and Pb–Pb collisions at√
sNN = 5.02 TeV and pT spectra obtained from the reanalysis of pp and Pb–Pb data at√
s = 2.76 TeV and p–Pb data at

√
sNN = 5.02 TeV [28] are presented in this section. The

number of events satisfying the trigger and offline selection criteria for various collision sys-
tems and energies are listed in Table 6.4. The measurement was performed in the kinematic
range |η |< 0.8 and 0.15 < pT < 50 GeV/c. All contributions to the systematic uncertainties
on the pT spectra obtained in this analysis are listed in Table 6.3.

Figure 6.11 shows the fully corrected pT spectra of primary charged particles measured in
pp and Pb–Pb collisions at

√
sNN = 2.76 TeV (left) and in pp, p–Pb and Pb–Pb collisions at√

sNN = 5.02 (right). The Pb–Pb spectra are presented in nine centrality classes. For pp col-
lisions, the pT-differential cross sections are divided by the corresponding inelastic nucleon-
nucleon cross section at

√
s = 2.76 (61.8 mb) and 5.02 TeV (67.6 mb) [385], respectively.

The relative systematic uncertainties for the various datasets are shown in the bottom panels.
Substantial improvements in track selection and efficiency corrections have been achieved
as compared to previous analyses [16–18, 21]. However the uncertainties on the pp spectra
at
√

sNN = 2.76 TeV are still larger than those for the other data sets due to larger num-
ber of inactive channels in the SPD [144], which affects the primary track reconstruction. In
Pb–Pb collisions, the shape of the pT spectrum varies strongly with collision centrality. For
peripheral collisions, the spectral shape is similar to that measured in pp and p–Pb collisions.
With increasing collision centrality, a marked depletion of the Pb–Pb spectra develops for
pT > 5 GeV/c.
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Fig. 6.11 Transverse momentum distributions of primary charged particles measured in |η |< 0.8 and
in nine centrality intervals in Pb–Pb collisions at

√
sNN = 2.76 (left) and 5.02 TeV (right) [28]. For

better visibility, the spectra are scaled by the indicated factors. The spectra in pp collisions, obtained
scaling the cross section by σNN

inel , and in NSD p–Pb collisions at
√

sNN = 5.02 TeV are also shown.
The relative pT-dependent systematic uncertainties are shown in the bottom panels for various datasets
(they do not contain the normalization uncertainties).

Figure 6.12 shows the ratios of pT spectra measured at
√

sNN = 5.02 TeV and
√

sNN =
2.76 TeV in Pb–Pb and pp collisions. The ratios for Pb–Pb collisions are determined in nine
centrality classes ranging from 0–5% (top-left) to the 70–80% (bottom-right). As indicated
by the ratios, the pT spectra measured at higher collision energy are significantly harder for
both Pb–Pb and pp collision systems. One can see that there is a similar energy dependence
of the ratio for peripheral (70–80%) Pb–Pb and in pp collisions, while towards central Pb–Pb
collisions a gradual reduction of the ratio is apparent.

The reanalysis of the pT spectra in pp and Pb–Pb collisions at
√

s = 2.76 TeV and p–Pb
collisions at

√
sNN = 5.02 TeV using improved track selection and efficiency correction proce-

dure leads to the pT spectra which differs as compared to those obtained in previous analyses.
The differences depends on collision system, collision centrality and momentum, and reach
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Fig. 6.12 Ratio of transverse momentum spectra at
√

sNN = 5.02 and
√

sNN = 2.76 TeV for Pb–Pb
collisions, for nine centrality classes, and for pp collisions (repeated in each panel) [28]. The relative
normalization uncertainties due to the centrality determination are indicated for each centrality class.
For the pp spectrum, the relative normalization uncertainty is ±3%.

up to 10% for pp, 7% for p–Pb and 15% for the most central (0–5%) Pb–Pb collisions in the
intermediate pT range 2–3 GeV/c. The largest contribution to the differences arises from the
efficiency reweighting procedure, as shown in Fig. 6.1.





Chapter 7
Measurement of pT Spectra of π±, K± and p(p̄) in pp,
p–Pb and Pb–Pb Collisions

ALICE has an excellent particle identification capabilities for most of hadrons with momenta
up to pT = 20 GeV/c [144]. Author has contributed to the measurements of high-pT spectra
of charged pions, kaons and (anti)protons in pp, p–Pb and Pb–Pb collisions [23, 24, 27]. The
analysis details and resulting pT spectra are presented in this chapter. The obtained results are
based on the data collected by ALICE in 2010–2013.

The measurement of charged pions, kaons and (anti)protons (π±, K±, p, p̄) spectra has been
performed with the ALICE central barrel. The identification of π±, K± and p(p̄) was based
on the information from different particle identification (PID) detectors, as listed in Table 7.1
[24]. From the lowest to the highest pT, the results were obtained using the specific energy loss
(dE/dx) in the ITS and TPC detectors, the time-of-flight measured by the TOF, the Cherenkov
angle measured by the HMPID, and the TPC dE/dx in the relativistic rise region.

system ITS+TPC+TOF HMPID TPC dE/dx rel. rise
π± 0.1–3.0 1.5–4.0 2.0–20.0
K± 0.2–3.0 1.5–4.0 3.0–20.0
p(p̄) 0.3–4.6 1.5–6.0 3.0–20.0

Table 7.1 The pT ranges used in the particle identification with the ALICE central barrel detec-
tors [24].

The identification of π±, K± and p(p̄) at low and intermediate momenta (pT < 6.0 GeV/c)
is discussed in detail in Refs. [23, 27, 120, 144, 375, 386]. In this chapter, the focus is on the
hadron identification at high pT based on the TPC dE/dx in the relativistic rise region of the
Bethe-Bloch (BB) curve.
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7.1 Spectra Analysis at High pT

For the charged pion, kaon and (anti)proton spectra analysis at high pT [23, 24, 27], the event
and track selection follows closely that of the inclusive charged particle analysis [17]. The
same spectrum normalization is adopted so that the systematic uncertainties related to event
and track selection are common, allowing a precise comparison between the nuclear modifi-
cation factors for inclusive and identified charged hadrons. The charged particle identification
at high pT is based on the TPC dE/dx in the relativistic rise regime of the Bethe-Bloch curve,
where the 〈dE/dx〉 separation between particles with different masses is nearly constant, as
shown in Fig. 7.1 [144]. It requires a precise knowledge of 〈dE/dx〉 and dE/dx resolution (σ )
for each particle species. The separation can be quantified by the separation power between
two particle species (i, j) expressed in the number of standard deviations, where the absolute
〈dE/dx〉 difference is normalized to the arithmetic average of the resolutions,

Sσ =
〈dE/dx〉i−〈dE/dx〉j

0.5 · (σi +σ j)
. (7.1)

The separation power between π–p, π–K and K–p determined as a function of momentum in
0–5% central Pb–Pb collisions is around Sσ = 3, 2 and 1 for p > 5 GeV/c, respectively, and is
nearly constant at large momenta [24]. The Sσ increases with decreasing collision centrality
by up to 30% in 60–80% peripheral Pb–Pb collisions. In pp and p–Pb collisions, the increase
is ∼ 40% (see Refs. [24, 27] for more details).

The analysis of the dE/dx spectra is aimed at extracting the relative yields of π±, K± and
p(p̄), referred to as the particle fractions fid, as a function of pT and rapidity y. The invari-
ant yields of identified hadrons are then obtained using the inclusive pT spectra of charged
particles, d2N/dpTdη (see Chap. 6 for details), with the following formula

d2Nid

dpTdy
= Jid ·

εch

εid
· fid ·

d2N
dpTdη

, (7.2)

where Jid is Jacobian correction (η to y) for a given hadron, and εch and εid are reconstruction
efficiencies for charged particles and for a given hadron, respectively. The determination of
fid, Jid and εch/εid is discussed in the following sections.

7.1.1 Particle Fractions at High pT

Figure 7.2 shows of the dE/dx obtained for Pb–Pb collisions at
√

sNN = 2.76 TeV in six
centrality intervals, for particles with 8 < p < 9 GeV/c and |η | < 0.2 [27]. The dE/dx is
normalized to the average energy loss 〈dE/dxMIP〉 of the minimum ionization particles with
0.4 < p < 0.55 and 40 < dE/dx < 60. The pion, kaon, and proton yields are extracted by
fitting a sum of four Gaussian functions (including electrons) to the dE/dx spectra. The muons



7.1 Spectra Analysis at High pT 87

)c (GeV/p

0.2 0.3 1 2 3 4 5 6 7 8 910 20

 (
a
rb

. 
u
n
it
s
)

x
/d

E
T

P
C

 d

20

40

60

80

100

120

140

160

180

200

π

e

K p d
TeV 2.76 = NNsPb­Pb 

Fig. 7.1 Specific energy loss (dE/dx) in the TPC vs. particle momentum in Pb–Pb collisions
at
√

sNN = 2.76 TeV [144]. The lines show the parameterizations of the expected mean energy
loss 〈dE/dx〉.

from heavy-flavor decays are subtracted from the pions yields based on the measured electron
yields while contribution from deuterons and tritons is negligible (� 1%) in the considered
momentum range.

In order to reduce number of degrees of freedom in the fit from 12 to 4, the parametrization
of the Bethe-Bloch (〈dE/dx〉) and dE/dx resolution (σ ) are extracted as a function of βγ

using identified particles. For each momentum interval, the extracted 〈dE/dx〉 and σ are used
to fix the position and width of each Gaussian. The Bethe-Bloch curve is parameterized as
follows [24]:〈

dE
dx

〉
= a ·

[
1+(βγ)2

(βγ)2

]e

+
b
c
· log

[
1+(βγ)c

1+ exp [c · (a−d)/b] · (1+βγ)c

]
, (7.3)

where a, b, c, d, and e are free parameters. The parameter d denotes the 〈dE/dx〉 in the Fermi-
Plateau regime for βγ > 1000. The relative dE/dx resolution, σ/〈dE/dx〉, as a function of
〈dE/dx〉 is parametrized with the second order polynomial,

σ/〈dE/dx〉= a0 +a1 · 〈dE/dx〉+a2 · 〈dE/dx〉2, (7.4)

which was found to describe data well.
Due deterioration of the TPC dE/dx performance with increasing multiplicity [144], the

curves differ significantly and have to be extracted separately for pp, p–Pb and each Pb-Pb
centrality class. The parameters a, b, d and e were determined using samples of identified par-
ticles: secondary pions (30< βγ < 60) and protons (3< βγ < 7) from K0

s and Λ weak decays,
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Fig. 7.2 TPC dE/dx/〈dE/dxMIP〉 distributions measured in Pb–Pb collisions at
√

sNN = 2.76 TeV
in six centrality intervals, for particles with 8 < p < 9 GeV/c and |η | <0.2 [24]. The spectra are
normalized to the integrated yields. The signals are fitted to a sum of four Gaussian functions for pions
(rightmost Gaussian), kaons, protons (leftmost Gaussian), and electrons that have a small contribution
(< 1%) and are not visible.

and electrons from photon conversions, fixing the Bethe-Bloch for βγ > 1000. In addition, the
data samples with TOF enhanced (βTOF > 1) primary pions were used to further constrain the
BB curve. The same information is used to determine the relative dE/dx resolution as a func-
tion of 〈dE/dx〉, which amount to 5.5–7.5% for MIPs and improves with increasing 〈dE/dx〉
in the relativistic rise region to about 4.5–5.5%, for the discussed data samples. The BB and
resolution curves were determined for kaons and protons in the full p interval while for pions
for p < 7 GeV/c. For p > 7 GeV/c, pion 〈dE/dx〉 is restricted by the relativistic rise until
〈dE/dx〉 reaches plateau. It limits the transverse momentum reach to pT ≈ 20 GeV/c in this
analysis. The parameterizations of the Bethe-Bloch and resolution curves for pp, p–Pb and
Pb–Pb can be found in Ref. [24, 27].

The particle fractions, i.e. the contribution of charged pions, kaons and (anti)protons to
the yields of inclusive charged particles, obtained as a function of transverse momentum, are
plotted in Fig. 7.3 as a function of Pb–Pb collision centrality for the four η intervals [24]. The
extracted fractions as a function of pT were obtained bin-by-bin using weighting procedure

fid (〈pT〉i) = ∑
j

f
′
id
(
〈pT〉j

)
R
(
〈pT〉i,〈pT〉j

)
, (7.5)

where fid

(
f
′
id

)
is given in bins of pT(p) and R is a response matrix containing information

about the correlation between p and pT. It was found that all four pseudorapidity intervals are
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Fig. 7.3 Uncorrected particle fractions as a function of pT for |η | < 0.2 (full markers) and
0.6≤ |η |< 0.8 (empty markers) in Pb–Pb collisions at

√
sNN = 2.76 TeV [24].

consistent and the final fractions used to obtain the spectra (see Eq. 7.2) are computed as the
weighted average of the four pseudorapidity intervals.

7.1.2 Corrections

The particle fractions measured in Pb–Pb, p–Pb and pp collisions are corrected for relative ef-
ficiency (εch/εid) differences using simulations with the following event generators: HIJING
for Pb–Pb, DPMJET for p–Pb, and PYTHIA and PHOJET for pp collisions (see Sec. 2.6 for
the generator description). The relative efficiency correction, εch/εid, was found to be consis-
tent within ±3% for all collision systems and Pb–Pb centrality classes [24, 27]. Therefore,
average correction was used and a systematic uncertainty of 3% was assigned. The relative
efficiency correction factors are shown in Fig 7.4 for peripheral and central Pb–Pb collisions
[24]. The corrections are below unity because the inclusive charged particle spectra contain
weakly decaying baryons such as Σ , Ξ , and Ω for which the reconstruction efficiency is
close to zero in the measured pT range. Moreover, the pion and proton relative fractions were
corrected for the feed-down from weak decays based on the analysis of distance of closest ap-
proach distributions in data and Monte-Carlo detector simulations [120] (see also Sec. 6.1.3.4
for details). The Jacobian correction from psudorapidity to rapidity spectra is also shown. As
expected, the largest correction is observed at low pT and reaches up to 4% for protons and
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1% for kaons at pT = 3 GeV/c. For pions this correction is negligible in the measured pT
range.
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Fig. 7.4 Correction factors as a function of pT applied to the fractions of pions (left panels), kaons
(middle panels) and protons (right panels) for peripheral (top) and central (bottom) Pb–Pb collisions
[24]. The relative efficiency (εch/εid) correction, feed-down and Jacobian corrections are shown. The
corrections to pion fractions due to the muon contamination is small (< 1%) and is not shown.

7.1.3 Systematic Uncertainties

The contributions to the systematic uncertainties on the invariant yields of pions, kaons and
protons for pp and Pb–Pb (0–5% and 60–80% centrlity) collisions at

√
sNN = 2.76 TeV are

shown in Table 7.2 [24]. The systematic uncertainties are reported for the two representative
pT values. A complete set of numerical values for the data sets discussed in this work can be
found in Refs. [23, 24, 27]. The same procedure was used to determine systematic uncertain-
ties for all collisions systems. It is listed below for pp and Pb–Pb spectra analysis.

• The uncertainties related to track and event selection criteria were taken from inclusive
charged particle spectra (see Sec. 6.1.4 for details).
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• Half of the correction for the feed-down from week decays (see Fig. 7.4) was assigned as a
systematic uncertainty.

• Half of the correction for high-pT muons arising from heavy-flavor hadron semileptonic
decays was assigned as a systematic uncertainty.

• The efficiency ratios εch/εid was found to be nearly independent of pT (a small dependence
is only observed for kaons), similar for all systems and model independent within 3%,
which was assigned as systematic uncertainty on the efficiency correction.

• The systematic uncertainty on the fractions is mainly due to the uncertainties in the pa-
rameterization of the Bethe-Bloch and resolution curves used to constrain the fits. The
deviation of the fitted curves from the actual measured means and widths of the dE/dx
spectra obtained from the analysis of the external pion, proton, and electron samples were
histogrammed for several dE/dx/〈dE/dxMIP〉 intervals. In a given dE/dx/〈dE/dxMIP〉 in-
terval, the standard deviation of the distributions were taken as the systematic uncertainty
associated with extraction of means and widths. In addition, the statistical uncertainties on
the extracted BB parametrizations in peripheral Pb–Pb conditions were found to be com-
parable to the systematic uncertainties and taken into account in the variations. The total
systematic uncertainty is assigned as the quadratic sum of both contributions. The propa-
gation of the uncertainties to the particle fractions is done by refitting the dE/dx spectra,
while randomly varying the constrained parameters 〈dE/dx〉 and σ within their uncertain-
ties, assuming Gaussian distributions centered at the nominal values.

7.2 pT Spectra in pp and Pb–Pb Collisions at√sNN = 2.76 TeV

The measurement of high-pT spectra of charged pions, kaons and (anit)protons in pp and Pb–
Pb collisions at the LHC was presented for the first time by ALICE [23]. The spectra were
obtained with 40× 106 pp and 11× 106 Pb–Pb minimum-bias events collected in 2010 and
2011. The Pb–Pb spectra were determined in the central (0–5%) and peripheral (60–80%)
collisions. The analysis was later extended including all Pb–Pb centrality classes [24].

Figure 7.5 shows invariant yields for pions, kaons and protons measured in pseudorapid-
ity |η | < 0.8, in pp and Pb–Pb collisions at

√
sNN = 2.76 TeV [24]. The Pb–Pb spectra are

presented in six centrality classes. For pT < 3 GeV/c, a hardening of the spectra is observed
going from peripheral to central events. This effect is mass dependent and is characteristic of
hydrodynamic flow, as discussed in Ref. [120] (see also Sec. 5.2). At high pT, a reduction of
the particle yield with increasing centrality is observed.

The proton-to-pion and kaon-to-pion ratios as a function of pT for pp and Pb–Pb collisions
are shown in Fig. 7.6. The proton-to-pion ratio in Pb–Pb (Fig. 7.6, top) shows a characteristic
maximum at pT ≈ 3 GeV/c, which decreases with decreasing centrality towards value ob-
served in pp collisions. The observed maxima are approximately 20% above the peak values
measured by PHENIX [387] and STAR [388], when p/π+ and p̄/π− ratios are averaged and
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Pb–Pb at
√

sNN = 2.76 TeV (0–5%)
π++π− K++K− p + p̄

pT GeV/c 2.0 10 3.0 10 3.0 10
Uncertainty
Event and track selection 8.4% 8.2% 8.2% 8.1% 8.2% 8.1%
Feed-down correction < 0.1% < 0.1% – – 2.1% 1.5%
Correction for muons 0.1% 1.7% – – – –
Efficiency correction 3.0% 3.0% 3.0% 3.0% 3.0% 3.0%
Bethe-Bloch and σ param. 1.5% 2.2% 18% 8.4% 9.8% 17%

Pb–Pb at
√

sNN = 2.76 TeV (60–80%)
Uncertainty
Event and track selection 10% 9.7% 9.8% 9.7% 9.8% 9.7%
Feed-down correction < 0.1% < 0.1% – – 2.0% 1.8%
Correction for muons 0.3% 0.8% – – – –
Efficiency correction 3.0% 3.0% 3.0% 3.0% 3.0% 3.0%
Bethe-Bloch and σ param. 1.4% 2.4% 16% 7.1% 20% 29%

pp at
√

s = 2.76 TeV
Uncertainty
Event and track selection 7.4% 7.6% 7.4% 7.6% 7.4% 7.6%
Feed-down correction < 0.1% < 0.1% – – 2.0% 1.8%
Correction for muons 0.4% 0.6% – – – –
Efficiency correction 3.0% 3.0% 3.0% 3.0% 3.0% 3.0%
Bethe-Bloch and σ param. 1.1% 1.7% 16% 5.7% 24% 17%

Table 7.2 Summary of the systematic uncertainties for the charged pion, kaon, and (anti)proton spec-
tra determined for central (top) and peripheral (middle) Pb–Pb collisions, and for pp (bottom) collisions
[24]. Contributions from the event and track selection are taken from the inclusive charged particle
analysis for pp [18] and Pb–Pb [17] collisions.

data are corrected for feed-down. The kaon-to-pion ratio also exhibits a small maximum in
central Pb-Pb collisions (Fig. 7.6, bottom) around pT = 3 GeV/c, which has not been observed
at RHIC.

For pT larger than 10 GeV/c, both particle ratios behave like those in pp, suggesting that
fragmentation function at high pT is not modified in Pb–Pb collisions. It has been checked
that the integrated kaon-to-pion(proton-to-pion) ratios for pT > 10 GeV/c as a function of
centrality, are consistent within systematic uncertainties of 10%(20%).

7.3 pT Spectra in p–Pb collisions at√sNN = 5.02 TeV

The transverse momentum spectra of charged pions, kaons and (anti)protons measured in
−0.5 < y < 0 in p–Pb collisions at

√
sNN = 5.02 TeV are shown in Fig. 7.7 [27]. The p–
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Fig. 7.5 Transverse momentum spectra of charged pions (left panel), kaons (middle panel), and
(anti)protons (right panel) measured in |η |< 0.8), in Pb–Pb and pp collisions at

√
sNN = 2.76 TeV [24].

The systematic uncertainties are plotted as boxes around data points. The spectra were scaled by the
indicated factors for clarity.

Pb spectra are presented for NSD events and for different V0A multiplicity classes from the
highest (0–5%) to the lowest (80–100%) multiplicities. For pT below 2–3 GeV/c, the spectra
become harder as the multiplicity increases and the change is most pronounced for protons
(like in Pb–Pb collisions), also reported in Ref. [375]. In Pb–Pb collisions, this effect is com-
monly attributed to the radial flow. For larger momenta, the spectra follow a power-law shape
as expected from perturbative QCD.

Figure 7.8 shows the kaon-to-pion and the proton-to-pion ratios as a function of pT for
different V0A multiplicity classes measured at mid-rapidity−0.5< y< 0 in p–Pb collisions at√

sNN = 5.02 TeV [27]. The ratios in p–Pb collisions are compared to those measured in INEL
pp collisions at

√
s = 2.76 [23] and 7 TeV (low-pT spectra from Ref. [389]). Within systematic

and statistical uncertainties, the pT-differential kaon-to-pion ratios (Fig. 7.8, bottom) do not
show any multiplicity dependence, and results are similar to those for INEL pp collisions at
both energies. In contrast, the pT-differential proton-to-pion ratios show a clear multiplicity
evolution at low and intermediate momenta (pT < 10 GeV/c), which is qualitatively similar
to the centrality evolution observed in Pb–Pb collisions [23, 24], as shown in Fig. 7.6.

It has been checked that for the central (0–5%) p–Pb and peripheral (60–80%) Pb–Pb events
having similar charged particle multiplicity (dNch/dη ∼ 50), the kaon-to-pion ratios are in
agreement within systematic uncertainties for all systems including pp at

√
s = 7 TeV. On
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Fig. 7.6 (Anti)proton-to-pion (top) and kaon-to-pion (bottom) ratios as a function of transverse mo-
mentum (solid markers) for six Pb–Pb centrality classes [24]. The pp results (open markers) are over-
laid with the most central and the most peripheral centrality class. Boxes around data points denote
systematic uncertainties.

the other hand, the proton-to-pion ratios exhibit similar flow-like features for the p-Pb and
Pb–Pb systems, with the ratios below the pp 7 TeV baseline for pT < 1 GeV/c and above
for pT > 1.5 GeV/c. Quantitative differences are observed between p–Pb and Pb–Pb results,
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Fig. 7.7 Transverse momentum spectra of charged pions (left panel), kaons (middle panel) and protons
(right panel) measured at mid-rapidity (−0.5 < y < 0) in p–Pb collisions at

√
sNN = 5.02 TeV [27] for

NSD events (open markers) and for different V0A multiplicity classes (full markers). Boxes around
data points denote systematic uncertainties. The spectra are scaled by the indicated factors for better
visibility.

but they can be attributed to the differences in the initial state overlap geometry and the beam
energy.

The particle ratios at high momenta (pT > 10 GeV/c) measured in multiplicity dependent
p–Pb collisions are similar to that in INEL pp collisions. Taking into account that the same
ratios were also found in centrality selected Pb–Pb collisions (see Fig. 7.6) one can conclude
that they are system-size independent.

7.4 Reference pp Spectrum at
√

s = 5.02 TeV

In order to quantify any particle species dependence of the nuclear effects in p–Pb collisions,
comparison to the reference pT spectra in pp collisions is needed. In the absence of pp data
at
√

s = 5.02 TeV, the pp reference spectra were obtained [27] using charged pion, kaon and
(anti)proton pT spectra measured at

√
s = 2.76 and 7 TeV [23, 27]. The pp reference spec-

tra were build by interpolating between pT spectra at these two energies to the energy of the
p–Pb collisions in each pT bin, assuming power-law dependence as a function of

√
s. The

method was cross-checked using spectra at
√

s = 5.02 TeV generated by PYTHIA8, and the



96 7 Measurement of pT Spectra of π±, K± and p(p̄) in pp, p–Pb and Pb–Pb Collisions

)c (GeV/
T

p

 )- π
 +

 
+ π

 )
/(

 
p

( 
p 

+
 

0 2 4 6 8 10 12 14 16 18

0.1

0.2

0.3

0.4

0.5
ALICE
V0A class (Pb-side)

 = 5.02 TeVNNs0-5% p-Pb 

0 2 4 6 8 10 12 14 16 18

5-10% p-Pb
 = 7 TeVsINEL pp 
 = 2.76 TeVsINEL pp 

0 2 4 6 8 10 12 14 16 18

10-20% p-Pb

0 2 4 6 8 10 12 14 16 18

0.1

0.2

0.3

0.4

0.5 20-40% p-Pb

0 2 4 6 8 10 12 14 16 18

40-60% p-Pb

0 2 4 6 8 10 12 14 16 18

60-80% p-Pb

)c (GeV/
T

p

 )- π
 +

 
+ π

 )
/(

 
-

 +
 K

+
( 

K

0 2 4 6 8 10 12 14 16 18

0.2

0.4

0.6

0.8

1
ALICE
V0A class (Pb-side)

 = 5.02 TeVNNs0-5% p-Pb 

0 2 4 6 8 10 12 14 16 18

5-10% p-Pb
 = 7 TeVsINEL pp 
 = 2.76 TeVsINEL pp 

0 2 4 6 8 10 12 14 16 18

10-20% p-Pb

0 2 4 6 8 10 12 14 16 18

0.2

0.4

0.6

0.8

1 20-40% p-Pb

0 2 4 6 8 10 12 14 16 18

40-60% p-Pb

0 2 4 6 8 10 12 14 16 18

60-80% p-Pb

Fig. 7.8 (Anti)proton-to-pion (top) and kaon-to-pion ratios as a function of pT, measured at mid-
rapidity (−0.5 < y < 0) in p–Pb collisions at

√
sNN = 5.02 TeV [27] for for the different V0A multi-

plicity classes. The comparison to the ratios in INEL pp collisions at
√

s = 2.76 [23] and 7 TeV (low-pT
spectra [389]) for selected multiplicity classes is also shown. Boxes around data points denote system-
atic uncertainties. The spectra are scaled by the indicated factors for better visibility.

differences between interpolated and simulated spectra ware found negligible. The maximum
relative uncertainty of the spectra at

√
s = 2.76 and 7 TeV were assigned as systematic uncer-
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tainty to the reference. The total systematic uncertainties are below 8.6%, 10% and 18% for
pion, kaon and proton spectra, respectively.
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(right) measured in INEL pp collisions at

√
s= 2.76 and 7 TeV [23, 27]. The pp reference spectra at

√
s

= 5.02 TeV [27] constructed from the measured spectra at
√

s = 2.76 and 7 TeV are also shown. Boxes
represent the systematic uncertainties. Bottom: The ratios of the measured spectra to the interpolated
spectra are shown. Only uncertainties related to interpolation are shown.

The resulting pT spectra are shown in Fig. 7.9 [27], where the interpolated pT spectra at√
s = 5.02 TeV (pp references) are compared to those measured in INEL pp collisions at√
s = 2.76 TeV and 7 TeV.





Chapter 8
Measurement of pT Spectra of D0 (D̄0), D±, D∗± mesons in
Pb–Pb Collisions

ALICE collaboration has measured transverse momentum spectra of prompt charmed mesons
D0, D+, D∗+, and their antiparticles, in pp collisions at

√
s = 2.76 TeV [390] and 7 TeV [391],

in p–Pb collisions at
√

sNN = 5.02 TeV [392, 393] and Pb–Pb collisions at
√

sNN = 2.76
and 5.02 TeV [28, 394–396]. Author has contributed to the first D-meson measurement in
Pb–Pb collisions [394], with data collected in 2010. This measurement was later extended by
including higher statistics data from 2011 Pb–Pb run [395, 396]. The analysis details and pT
spectra of D0, D+, D∗+, and their antiparticles, measured in Pb–Pb collisions are presented in
this chapter.

8.1 Spectra Analysis

The D0(D̄0), D±, D∗± mesons were reconstructed in the central rapidity region via their
hadronic decay channels: D0→K−π+ (weak decay with branching ratio BR = 3.88±0.05%,
mean proper decay length cτ = 123 µm), D+→K−π+π+ (weak decay, BR = 9.13±0.19%,
cτ = 312 µm), and D∗+→D0π+ (strong decay, BR = 67.7±0.5%) followed by D0→K−π+

[397]. The yields of D mesons were extracted from an invariant mass analysis of their recon-
structed decay products.

The D0 and D+ candidates were built from pairs and triplets of tracks with proper charge
sign reconstructed using the ITS and TPC detectors, requiring |η | < 0.8, pT > 0.4 GeV/c,
at least 70 associated space points (out of a maximum 159) and fit quality χ2/ndf < 2 in the
TPC, and at least two hits (out of 6) in the ITS, out of which at least one in either of the two
SPD layers.

The D∗+ candidates were obtained by combining the D0 and low momentum charged par-
ticle, taking into account that the momentum of the pion from the D∗+ decay is typically low,
because of the small mass difference between the D∗+ and D0 mesons, ∆m = mD∗+−mD0 ≈
145.4 MeV/c2 [397]. The D0-meson decay products were required pT > 0.1 GeV/c and at
least three hits in the ITS, out of which at least one in the SPD. The transverse momentum of

99
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L 

Fig. 8.1 The decay topology of D0 mesons. The D0 selection is based on the displacement of decay
products from the primary interaction vertex via their impact parameters (d0), the separation between
primary and secondary vertices (L), and the pointing angle of the reconstructed D0 momentum to the
primary vertex (θpoint).

the soft pions produced in the D∗+ decays typically ranges from 0.1 to 1.5 GeV/c, depending
on the D∗+ pT.

The selection of the D0 and D+ was based on their displaced secondary vertex topolo-
gies, while D∗+ was selected exploiting the secondary vertex topology of the produced
D0 [391, 394]. The latter was realized by using separation between primary and secondary
vertices (L) and good pointing of the reconstructed D0 to the primary vertex, as shown in
Fig. 8.1. The pointing condition required a small value of the pointing angle (θpoint) measured
between reconstructed momentum of the D0 candidate and its flight line defined by the po-
sition of the primary and secondary vertices. In Pb–Pb collisions, two additional cuts on the
projections of the pointing angle (θ xy

point) and of the decay length (Lxy) in the transverse plane
were applied to further reduce combinatorial background. The cut values depend on D meson
pT and collision centrality, and are generally tighten in Pb–Pb compared to pp or p–Pb. They
were optimized [391, 394] to have the best significance of the reconstructed D-meson signal
and the highest reconstruction efficiency.

The PID selection relies on the pion and kaon identification using the specific energy loss
(dE/dx) in the TPC and time-of-flight measurement in the TOF [394]. The ±3σ cuts around
the expected 〈dE/dx〉 and time-of-flight were used, leading to a strong reduction of combi-
natorial background by a factor of about 3 in the low-pT region, while preserving most of
the signal ≈ 95%. For D∗+, a tighter TPC dE/dx cut of 2σ was applied for the D0 decay
products in central Pb–Pb collisions. These requirements were dependent on the track mo-
mentum. Tracks with no associated signal in the TOF detector were identified using only the
TPC information. Tracks with contradictory responses from the TPC and TOF detectors were
considered as unidentified and included in the analysis as compatible with both a pion and a
kaon.
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Fig. 8.2 Invariant mass distributions for D0 (upper panels), D+ (central panels), and D∗+ (lower pan-
els) candidates and their charge conjugates in selected pT intervals for 0–20% central Pb-Pb collisions
[394]. The curves show the fit functions described in the text. The values of mean (µ) and width (σ ) of
the signal peak are reported in the plots together with the raw signal yield. Only statistical uncertainties
on the yields are shown.

With the track selection described above, the acceptance in rapidity for D mesons drops
steeply to zero for |y| > 0.5 at low pT and for |y| > 0.8 above pT = 5 GeV/c. Therefore, a
pT dependent fiducial acceptance cut was applied |y|< yfid(pT), with yfid increasing from 0.5
to 0.8 in 0 < pT < 5 GeV/c according to a second order polynomial function, and taking a
constant value yfid = 0.8 for pT > 5 GeV/c.

The raw D-meson yields were obtained from fits to the candidate invariant mass distribu-
tions, M(Kπ) for D0, M(Kππ) for D+, and the mass difference ∆M = M(Kππ)−M(Kπ)
for D∗+. Figure 8.2 shows the D0 and D+ invariant-mass and D∗+ mass difference distribu-
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tions for the 0-20% central Pb–Pb collisions at
√

sNN = 2.76 TeV [394]. The invariant mass
distributions of D0 and D+ candidates were fitted with a function composed of a Gaussian
function for the signal and exponential term for the background. The ∆M distribution of D∗+

candidates was fitted with a Gaussian function for the signal and a threshold function multi-
plied by an exponential for the background, a ·

√
∆M−mπ · eb(̇∆M−mπ ) [398], with a and b fit

parameters.

8.1.1 Corrections

The production yields of prompt D mesons in Pb–Pb collisions were calculated using the
following formula [394]:

dND

dpT

∣∣∣∣
|y|<0.5

=
1

Nevt

1
∆y∆ pT

fprompt (pT) · 1
2 ·N

D+D̄
raw (pT)

∣∣∣
|y|<yfid

(Acc× ε)prompt (pT) ·BR
, (8.1)

where prompt refers to mesons not coming from weak decays of B mesons. The ND+D̄
raw are the

inclusive raw yields for particles and their antiparticles, obtained from the invariant mass anal-
ysis. They were divided by the factor of two to get charge-averaged yields. The yields were
corrected for the B meson feed-down contribution, with fprompt denoting the prompt fraction
of raw yields. The acceptance-times-efficiency (Acc× ε) denotes the product of acceptance
and efficiency of prompt D mesons, where ε accounts for vertex and track reconstruction,
track selection and D-meson candidate selection with the secondary vertex and particle iden-
tification cuts. The ∆y = 2yfid and ∆ pT are the rapidity and transverse momentum intervals,
BR is the branching ratio and Nevt is the number of analyzed events.

The rapidity acceptance correction ∆y = 2yfid assumes that the D meson yields are uni-
formly distributed in the measured rapidity intervals. This assumption was validated to the
1% level with PYTHIA6 (Perugia0 tune) [371] pp simulations.

The acceptance-times-efficiency (Acc× ε) corrections were obtained using GEANT3 de-
tector simulations with combination of HIJING and PYTHIA event generators. The underly-
ing Pb–Pb collisions at

√
sNN = 2.76 TeV were generated using HIJING, while the prompt and

feed-down D mesons were added using pp events from PYTHIA6 (Perugia-0 tune) [371] with
enhanced cc̄ and bb̄ production. The resulting Acc×ε determined for D0, D+ and D∗+ mesons
in |y|< yfid(pT) as a function of pT in 0–20% central Pb–Pb collisions at

√
sNN = 2.76 TeV, is

shown in Fig 8.3 [394]. The efficiencies were determined for prompt D mesons with and with-
out PID requirement, and for feed-down D mesons, and range from 0.1% at low pT to 10–20%
at high pT. The efficiency for feed-down D mesons is larger than for prompt D mesons by a
factor of 1.5 because their production vertices are more separated from the primary vertex and
are more efficiently selected by the analysis cuts. The relative difference between efficiency of
prompt D mesons with and without PID requirement is below 5%, illustrating high efficiency
of PID selection.
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sNN = 2.76 TeV [394]. The efficiency

for prompt D mesons with and without PID requirement, and for D mesons arising from feed-down (B
meson decays) are shown.

The fraction of prompt D mesons, fprompt, was determined using the beauty production
cross sections from the fixed-order next-to-leading-log resummation (FONLL) calculations
[399, 400], the B→ D+X (feed-down) decay kinematics from the EvtGen package [401],
and Monte Carlo efficiencies for the feed-down D mesons [394]:

fpromt = 1−

(
ND+D̄ feed−down

raw

ND+D̄
raw

)
(8.2)

where number of feed-down D mesons (ND+D̄ feed−down
raw ) was calculated in Pb–Pb collisions

as

ND+D̄ feed−down
raw =2 · 〈TAA〉 ·

(
d2σ

dpT

)FONLL

feed−down, |η |<0.5

·Rfeed−down
AA · (Acc× ε)feed−down ·∆y∆ pT ·BR ·Nevt, (8.3)

where (Acc× ε)feed−down is the acceptance-times-efficiency for feed-down D mesons. The
nuclear modification factor of the feed-down D mesons (Rfeed−down

AA ), is related to modifi-
cation of beauty production in Pb–Pb collisions, which is currently unknown. It was as-
sumed that the nuclear modification factors of prompt and feed-down D mesons are equal,
Rfeed−down

AA = Rprompt
AA . This hypothesis was varied in the range 1/3 < Rfeed−down

AA /Rprompt
AA < 3 to

determined systematic uncertainties, which was justified by the model predictions for charm
and beauty RAA [247, 402] and measurements of non-prompt J/ψ (from B meson decays)
RAA by CMS collaboration [403]. The value of fpromt depends on the D meson species, the
transverse momentum interval, the applied cuts, the parameters used in the FONLL B me-
son prediction, and the hypothesis on the Rfeed−down

AA , and range from about 0.95 at low pT
(< 3 GeV/c) to 0.85 for larger pT [394].
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Particle D0 D+ D∗+

0–20%
centrality

pT interval (GeV/c) 2–3 12–16 6–8 12–16 4–6 12–16

Yield extraction 8% 10% 20% 10% 20% 10%

Tracking efficiency 10% 10% 15% 15% 15% 15%

Cut efficiency 13% 10% 15% 15% 10% 10%

PID efficiency +15
− 5% 5% 5% 5% +15

− 5% 5%

MC pT shape 4% 3% 1% 5% 3% 3%

FONLL feed-down corr. + 2
−14% +6

−8% +3
−7% +7

−9% + 2
− 5% + 2

− 7%

Rfeed−down
AA /Rprompt

AA
+ 4
−10% +14

−27% + 7
−16% +15

−28% + 4
− 9% + 5

−12%

BR 1.3% 2.1% 1.5%

Centrality limits < 0.1%

40–80%
centrality

pT interval (GeV/c) 2–3 12–16 3–4 8–12 2–4 12–16

Yield extraction 5% 5% 15% 15% 15% 8%

Tracking efficiency 10% 10% 15% 15% 15% 15%

Cut efficiency 13% 10% 10% 10% 10% 10%

PID efficiency +10
− 5% 5% 5% 5% +10

− 5% 5%

MC pT shape 1% 3% 1% 3% 5% 4%

FONLL feed-down corr. + 3
−16% + 4

− 5% + 3
−11% + 4

− 9% + 1
− 8% + 1

− 4%

Rfeed−down
AA /Rprompt

AA
+ 5
−12% +11

−22% + 6
−14% + 9

−20% + 2
− 6% + 3

− 8%

BR 1.3% 2.1% 1.5%

Centrality limits 3%

Table 8.1 Summary of relative systematic uncertainties on the prompt D meson production yields
in 0–20% and 40–80% central Pb–Pb collisions at

√
sNN = 2.76 TeV [394], listed for the lowest and

highest pT bins and for the three mesons.

8.1.2 Systematic Uncertainties

The evaluation of systematic uncertainties on the prompt D meson yields in Pb–Pb collisions
is described in detail in Refs. [394–396]. In this section the main contributions to the uncer-
tainties are briefly outlined. Generally, the systematic uncertainties depend on pT and collision
centrality intervals. They include contributions related to yield extraction, tracking efficiency,
selection cut efficiency, PID efficiency, MC pT shape, feed-down corrections, branching ratio
BR, Rfeed−down

AA /Rprompt
AA determination, and centrality limits for Pb–Pb collisions. The numer-

ical values determined for 0–20% and 40–80% central Pb–Pb collisions at
√

sNN = 2.76 TeV
are listed in Tab. 8.1 [394]. The main contributions are listed below.
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• The systematic uncertainty on the yield extraction from the invariant mass spectra in a given
pT interval was determined by repeating the fit in different mass range; by using different fit
functions for the background. The parabola instead of an exponential fit was considered for
D0 and D+, and a power law multiplied by an exponential or a threshold function for D∗−.
Moreover, another method based on counting the signal in the invariant mass distribution
after subtraction of the background estimated from a fit to the side bands, was also used.
This method does not assume any particular shape for the invariant-mass distribution of
the signal. The uncertainty was determined as the maximum difference of these results and
it was found in the range 5–20%, depending on meson species, pT interval and collisions
centrality.

• The systematic uncertainty on the tracking efficiency includes the effects arising from the
efficiency of track finding in the TPC, from the track propagation efficiency from the TPC
to the ITS, and from the track quality selection. These contributions were determined by
comparing the data and simulation and by varying the track selection criteria. The overall
uncertainty amounts to 5% for single tracks independently of collisions centrality, which
results in a 10% uncertainty for D0 mesons (two-track final state) and 15% for D+ and D∗+

mesons (three-track final state).
• The residual difference in the reconstructed track properties between data and simulation

might influence on D meson selection. The systematic uncertainty related to this effect
was evaluated by comparing results obtained with modified selection cuts. The estimated
systematic uncertainties vary in the range from 10% to 15% depending on D meson species
and pT, as well as collision centrality. It was verified that part of this uncertainty arises from
the detector misalignment not fully described in the simulation.

• The uncertainty related to PID was determined by comparing corrected signals obtained
with and without PID cuts. The resulting uncertainty ranges from

(
+ 15
− 5 %

)
at low pT to

5% at high pT, and it is independent of meson species and collision centrality at high pT.
• The difference between the real and simulated shape of the D meson pT distribution might

influence on the D meson reconstruction. The uncertainty arising from this effect was es-
timated using the two alternative pT distributions from PYTHIA and FONLL, with and
without nuclear modification observed in the data. It resulted in systematic uncertainty up
to 5%, depending on meson species and collision centrality.

• The uncertainty on the D meson feed-down corrections, i.e. the calculation of the fprompt,
was estimated by varying the pT-differential feed-down D-meson cross section (see Eq. 8.3)
from the FONLL calculation within the theoretical uncertainties and by applying alternative
method to compute fpromt, based on the ratio of charm and beauty FONLL cross sections,
instead of the absolute beauty cross section (see Ref. [394] for more details). The resulting
uncertainties range between

(
+ 3
− 16%

)
at low pT and

(
+ 7
− 9%

)
at high pT, depending of meson

species and pT.
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• The uncertainty from the variation of the feed-down D-meson RAA hypothesis,
1/3 < Rfeed−down

AA /Rprompt
AA < 3, ranges from

(
+ 7
− 16%

)
at low pT to

(
+ 15
− 28%

)
at high pT,

depending of meson species and pT.
• The uncertainties on the branching ratios were taken from Ref. [404].
• The contribution due to the 1.1% uncertainty on the fraction of the hadronic cross section

(i.e. for the 40–80% class, 40.4–80.9% and 39.6–79.1%) used in the Glauber fit to deter-
mine the centrality classes [178] (see also Sec. 2.5) amounts to < 0.1% and 3% in 0–20%
and 40–80% central collisions, respectively. In addition, the uncertainty on 〈TAA〉 amounts
to 3.9%(4.9%) for the 0–20%(40–80%) centrality class.

8.2 pT Spectra in Pb–Pb Collisions at√sNN = 2.76 TeV

Figure 8.4 shows the invariant yields of prompt D0 (left panel), D+ (middle panel), and D∗+

mesons, and their antiparticles, measured at mid-rapidity (|y| < 0.5) in 0–20% and 40–80%
central Pb–Pb collisions at

√
sNN = 2.76 TeV [394]. The measurement is based on the 13×106

Pb–Pb collisions in the centrality range (0–80%), which passed the trigger and event selection
criteria. The spectra from Pb–Pb collisions, defined as the feed-down corrected production
yields per event are compared to the reference spectra from pp collisions, which were obtained
by applying a

√
s-scaling [405] of the pT spectra of D mesons measured at

√
s = 7 TeV

[391]. For comparison, the pp reference is scaled by the average nuclear overlap function
〈TAA〉 determined in the corresponding centrality interval. A clear suppression of D-meson
production is observed in Pb–Pb collisions as compared to the scaled pp reference, which is
stronger in central than in peripheral collisions.

This measurement has been later extended by including high statistics Pb–Pb data collected
by ALICE in 2011 [395, 396]. For central collisions, the number of events used in the analysis
was larger by a factor of about 10 as compared to that used for the previously discussed re-
sults. This allowed for extending the measurement of pT spectra to lower and higher pT, from
2–16 GeV/c to 1–36 GeV/c, and for performing the study in a narrower centrality intervals.
The resulting pT spectra of prompt D0 , D+, and D∗+ mesons, measured in 0–10% (left) and
30–50% (right) central Pb–Pb collisions, are shown in Fig. 8.5 [396].
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Chapter 9
Measurement of pT Spectra of Charged Jets in p–Pb√

sNN = 2.76 TeV and Pb–Pb Collisions

ALICE central barrel has a tracking system that covers the full azimuth while electromag-
netic calorimeters are only installed for a smaller acceptance (roughly 10% of the tracking
coverage). Therefore, two types of reconstructed jets, charged jets reconstructed only from
charged particles and full jets combining charged particles and photons, are distinguished in
the jet analyses. The charged jet pT spectra have been measured by ALICE in pp collisions
at
√

s = 7 TeV [406], p–Pb collisions at
√

sNN = 5.02 TeV [26] and Pb–Pb collisions at√
sNN = 2.76 TeV [19], while the pT spectra of full jets have been measured in pp [19] and in

Pb–Pb collisions [248] at
√

sNN = 2.76 TeV . Author has contributed to the measurements of
pT spectra of charged jets in p–Pb [26] and Pb–Pb [19] collisions, which are presented in this
chapter.

9.1 Jet Definition

Jet is a narrow cone of hadrons and other particles produced by the hadronization of a quark
or gluon, as schematically shown in Fig. 9.1. In order to make a quantitative comparison
of measurements and perturbative QCD calculations, a jet is defined by the algorithm used
for recombination of jet constituents into a single four momentum vector, or in theoretical
calculations, by the space (angular) cuts in the integration of partonic cross section beyond
leading order. Jets in ALICE are reconstructed using sequential recombination algorithms
kT [407] and anti-kT [408], which are insensitive to the divergences in QCD beyond leading
order. These algorithms guarantee that the reconstructed jet properties do not change if one
parton is replaced by two in the same direction that share the energy (collinear safety) and if
a very soft gluon is added to the event (infrared safety).

The algorithms start from the list of clusters (e.g. particles, partons, or calorimeter cells)
and calculate

109
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R2 = Δη2 + Δφ2     

Jet cone with  
radius R 

R 

Jet axis 

Fig. 9.1 Schematic picture of jet as a collimated spray of particles emitted in the direction of of the
originally produced parton. The arrows denote the momentum vectors of the produced particles.

di = p2m
T,i (9.1)

dij = min
(

p2m
T,i , p2m

T,j

)
·

R2
ij

D2 (9.2)

for each cluster i and all pair combinations i j. The distance measure di and dij use m = 1 for
anti-kT and m = −1 for kT algorithm. R2

ij =
(
ηi−ηj

)2
+
(
φi−φj

)2 is the squared distance
in (η ,φ), which is weighted with the distance parameter D, the free parameter of the algo-
rithm [409]. Two clusters i j are merged if all di and dij have minimum and new cluster is
added to the list. In the case the minimum is found for the single cluster i, it is marked as
jet and removed from the list. This procedure is repeated until all initial clusters from the list
are associated with a jet. The different exponent m used for the algorithms determines the
order how particles are cluster in jets. The anti-kT algorithm starts from the high-pT, while
kT from the low-pT particles. The main difference between algorithms is that the kT exhibits
large areas and a rather irregular jet shapes, while anti-kt prefers a circular area A≈ πR2 with
radius R = D for high-pT jets. In ALICE, the signal jets are reconstructed based on the anti-kT
algorithm, while kT algorithm is used to determine the underlying event background [410].

9.2 Spectra Analysis

The Pb–Pb and p–Pb data used for the analysis of pT spectra were recorded by ALICE in
2010 and 2013, respectively. Similar approach for jet reconstruction is used for all collisions
systems [144]. However, the most challenging is jet reconstruction in Pb–Pb due to an un-
derlying event background [411]. Jet measurements in heavy-ion collisions employ various
approaches to correct for background energy that is not associated with the jet production,
and to suppress the combinatorial (false) jets induced by fluctuations of the background (e.g.
via energy or momentum thresholds for particles that are used in the jet finding process).
Every approach represents a compromise between potential fragmentation biases in the jet
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reconstruction and a better separation of the jet signal from the background. The details of
the charged jet analysis, including event and track selection criteria and jet reconstruction, are
briefly discussed in this section.

9.2.1 Event and track selection

The analysis of Pb–Pb and p–Pb spectra was based on the minimum-bias events, which were
selected with MBOR and MBAND triggers (see Sec. 2.4 for details). In addition, an offline
selection was applied to remove beam-induced background events and electromagnetic in-
teractions. To ensure a high tracking efficiency for all considered events, the primary vertex
was required to be within 10 cm from the center the detector along the beam axis. For Pb–Pb
selection, the vertex in the transverse plane was also required to be within 1 cm.

The track selection is based on the information from the ITS and TPC central barrel de-
tectors, for charged particles with 0.15 < pT < 100 GeV/c and |η | < 0.9. The reconstructed
tracks were required to have at least 3 hits in the ITS (out of maximum 6) used in the fit to
ensure adequate track momentum resolution for jet reconstruction. For tracks without any hit
in the SPD, the primary vertex location was used in addition to the TPC and ITS hits for the
momentum determination of the track. This reduced the azimuthal dependence of the track
reconstruction efficiency due to the non-uniform SPD response, without creating track col-
lections with different momentum resolution. Moreover, the reconstructed tracks were also
required a minimum number of 70 TPC space-points (out of maximum 159), a χ2 of the TPC
track fit less than 4, and a χ2

TPC−ITS (Eq. 6.1) less than 36.
The relative momentum resolution, σ (pT)/pT, was estimated on the track-by-track basis

using covariance matrix of the track fit. For the tracks with at least 3 ITS space points the
σ (pT)/pT has minimum of∼ 1% at 1 GeV/c independently of collision system, and increases
to about 10% (4%) at 50 GeV/c for Pb–Pb (p–Pb) collisions. For the tracks with less than 3
ITS points (6% of track sample) the resolution at high pT is worst by a factor of 2. In the
considered jet sample, only 20% of jets with pT,jet > 100 GeV/c were found to contain track
with pT above 50 GeV/c. The track pT resolution was verified by cosmic muon events and the
width of the invariant mass distributions of K0

s , Λ and Λ̄ [17]. It was found that the resolution
does not vary significantly with the collision centrality.

Tracking efficiency was estimated based on simulations using GEANT3 and HIJING event
generator. In 0–10% central collisions, it is about 60% at 0.15 GeV/c, 90% at 1.5 GeV/c, and
then decreases to ∼ 86% for pT ≥ 2.5 GeV/c. In peripheral events the track finding efficiency
is ∼ 2% larger than in central collisions due to the lower track multiplicity [19]. For p–Pb
collisions, the efficiency is ∼ 70% at pT = 0.15 GeV/c and increases to ∼ 85% for pT ≥
1 GeV/c [26].



112 9 Measurement of pT Spectra of Charged Jets in p–Pb
√

sNN = 2.76 TeV and Pb–Pb Collisions

9.2.2 Jet Reconstruction and Background Subtraction

Jets were reconstructed with aniti-kT algorithm from the FastJet package [412], with resolu-
tion parameters R = 0.2, 0.3 and 0.4, where the transverse momentum of a jet, prec

T,ch jet, is
calculated with the boost-invariant pT recombination scheme. Only jets fully contained in the
acceptance, i.e. jets with the jet-axis separated from edge of the track acceptance in η by at
least R, |ηjet|< η−R, are considered in the analysis.

The area, A, for each jet is determined using the active area method as implemented
in FastJet [413]. It is realized by adding ghost particles with very small momentum (∼
10−100 GeV/c) to the event, and the number of ghost particles in a jet measures the area.
Ghost particles are uniformly generated over the tracking acceptance (0 < φ < 2π , |η |< 0.9)
with density of 200 ghost particles per unit area.
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Fig. 9.2 The median of charged-particle background pT density, ρch =median{pi
T,ch jet/Ai}, as a func-

tion of the reconstructed (raw) track multiplicity used for the jet finding in |η |< 0.9 [411]. The dotted
line is a linear fit to the centroids in each multiplicity bin. The insets show the projected distributions
of ρch and raw multiplicity for the 0–10% central events.

In Pb–Pb events, the large background consisting of particles from soft scattering pro-
cesses as well as fragments from other jets, is subtracted using the procedure proposed in
Refs. [410, 414]. The background is measured on an event-by-event basis by clustering all
particles using kT algorithm and determining the median of the transverse momentum density,
ρch =median{pi

T,ch jet/Ai}, of all clusters i in the event, excluding the leading and sub-leading
clusters to limit the impact of the hard jet signal on the background estimate. The ρch as a func-
tion of the reconstructed (raw) track multiplicity used for the jet finding in |η | < 0.9 [411],
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is shown in Fig. 9.2. It reaches up to ∼ 200 GeV/c for the most central collisions, for input
tracks with momenta pT > 0.15 GeV/c. For the 0–10% central Pb–Pb collisions, the average
pT-density 〈ρch〉= 138±0.02 GeV/c, with a spread σ(ρch) = 18.51±0.01 GeV/c [411].

The signal anti-kT jets in Pb–Pb events are then corrected for the average background con-
tribution using the median ρch [19],

pT,ch jet = prec
T,ch jet−ρch ·A, (9.3)

where pT,ch jet is a background subtracted jet pT, prec
T,ch jet is uncorrected jet pT and A is the

area of the anti-kT signal jet. In order to obtain a reliable background estimate for the more
sparse environment of p–Pb events a modified version of the Pb–Pb algorithm was employed
[26]. It contains additional factor C to account for the phase-space regions without particles,
which would otherwise not contribute to the overall area estimate. The background density
for each event is then given by ρch = median{pi

T,ch jet/Ai} ·C, where C is defined as

C =
∑j Aj

kT

Aacc
, (9.4)

where ∑j Aj
kT

is the area of all kT jets containing tracks, and Aacc is the full acceptance area (2×
∆η×2π) in which charged particles are considered for the jet finding. The mean background
density and its variance for all events is 〈ρch〉 = 1.02± 0.0 GeV/c, with a spread σ(ρch) =
0.91± 0.01 GeV/c [26]. For events containing a high-pT jets with prec

T, ch. jet > 20 GeV/c, it
increases to 〈ρch〉 = 2.2± 0.01 GeV/c and σ(ρch) = 1.47± 0.09 GeV/c [26], as expected
due to larger underlying event activity (see Ref. [415] for more details). The inclusive jet
distribution is then corrected via unfolding to account for background fluctuations and detector
effects. Due to the presence of collective effects such as elliptic and triangular flow in heavy-
ion collisions the background density differs from region-to-region. The jets with the high pT
leading track requirement are preferentially found in the regions of high background density
(in reaction plane). Therefore, the correction for the larger background for these jets was also
included in the response matrix.

9.2.3 Background Fluctuations

Jet which originate from a hard scattering contain a large amount of uncorrelated, mostly soft,
background particles. The background subtraction procedure described in Sec. 9.2.2 removes
the background energy on average, but the background has large region-to-region fluctuations
in the event due to statistical fluctuations of the particle number and momentum as well as
collective phenomena like elliptic flow. Low energy jets, for example with a momentum below
5 GeV/c, are also subject to background fluctuations, as discussed in detail in Ref. [411].

The effect of the background fluctuations was accounted for on a statistical basis in the un-
folding of the measured jet pT distributions. The fluctuations were quantified by placing ran-
domly cones (RC) with the jet resolution parameter R within the acceptance of the measured
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jets, |ηRC| < 0.5 and 0 < φ < 2π . The transverse momenta for all tracks (charged particles),
pi

T,ch, falling into this cone were summed, and the difference

δ pch
T =

RC

∑
i

pi
T,ch−ρch ·A, (9.5)

was calculated. The δ pch
T represents the statistical (region-to-region) fluctuations of the back-

ground. An alternative method to quantify the background fluctuations was also used in which
high pT probes were embedded into the Pb–Pb events [411]. The events with the embedded
probes were clustered with the anti-kT algorithm and the background fluctuations were calcu-
lated as

δ pch
T = prec

T,ch jet−ρch ·A− pprobe
T , (9.6)

with respect to the transverse momentum pprobe
T of the embedded probe.

Figure 9.3 shows the probability distribution of background fluctuations δ pch
T for the

0–10% central collisions (left) and the standard deviation of the background fluctuations
σ(δ pch

T ) as a function of collision centrality (right), for the two jet resolution parameters
used in the analysis [19]. The fluctuations of the background depend strongly on the jet
resolution parameter and centrality. One can note that the δ pch

T distributions are asymmet-
ric (Fig. 9.3, left) and fluctuations towards larger jet pT are more probable than to lower
pT. It is due to the steeply falling pT-spectrum that favors low-pT jets with upward fluc-
tuations over high-pT jets with downward fluctuations at a given pT. The σ(δ pch

T ) reaches
∼ 4.47(7.15) GeV/c for resolution parameter R = 0.2(0.3) in the 0–10% central collisions
and decreases to ∼ 1.02(1.61) GeV/c in the 50–80% central collisions (Fig. 9.3, right), re-
spectively. The statistical uncertainties are less than 0.004 GeV/c due to the large sample of
random cones. The upper edge of the shaded boxes indicates the σ(δ pch

T ) obtained with high-
pT probe embedding, where single tracks with 20 < pprobe

T < 110 GeV/c were embedded in
the heavy-ion events. For p–Pb collisions, the same method based on the random cones was
applied to determine the background fluctuations (see Ref. [26] for more details).

9.2.4 Detector Effects on Jet Reconstruction

The jet response in the ALICE detector for Pb–Pb and p–Pb collisions has been evaluated
[19, 26] using simulations with the PYTHIA6 (Perugia0 [416] and Perugia-2011 [417] tunes)
event generator and GEANT3 for the detector response. It is determined on a jet-by-jet basis
by comparing jets before (particle level jets) and after detector simulations (detector level jets),
which are geometrically matched. The particle level jets are clustered from primary charged
particles [367] produced by the event generator.

The detector effects that influence the jet energy scale and resolution are the charged particle
tracking efficiency and the transverse momentum resolution, with the tracking efficiency being
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Fig. 9.3 Left: The jet background δ pch
T distribution for jets with resolution parameter R = 0.2
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pT > 0.15 GeV/c. Right: The standard deviation of the background fluctuations σ(δ pch

T ) as a func-
tion of collision centrality for R = 0.2 and R = 0.3. The shaded bands indicate systematic uncertainties
estimated as difference between the width of the δ pch

T from random cones and alternative method based
on high pT probe embedding. Both figures are taken from Ref. [19].

the dominant contributor. The finite pT resolution of reconstructed tracks has a small effect on
the jet energy resolution because the majority of the jet constituents have moderate pT, where
the tracking resolution is good. In addition, since the transverse momentum of the jet is the
sum of the transverse momentum of independently measured tracks, the relative momentum
resolution is in general better than that of individual tracks.

Fig. 9.4 (left) shows the mean of the relative difference between the transverse momenta
of detector and particle level jets,

〈(
pdet

T,ch jet− ppart
T,ch jet

)
/ppart

T,ch jet

〉
, as a function of the jet

momentum at particle level, for the 0–10% central Pb–Pb collisions [19]. For inclusive jets
the reconstructed jet momentum is 14–19% lower than the generated momentum, with a weak
pT dependence. The mean of the jet response is also shown for leading track biased jets, i.e.
for the jets with the leading track momentum pleading track

T > 5 and 10 GeV/c. Those jets whose
leading track is not reconstructed in the detector are rejected from the sample. This results in
an improved jet energy resolution at low jet pT.

The jet-finding efficiency (Fig. 9.4, right) is obtained by taking the ratio between the spectra
of the particle level jets which have a detector level partner, and all particle level jets. For the
leading track biased jets, the numerator consists of jets fulfilling the high pT track requirement
on detector level and the denominator are all particle level jets with a high pT generated
particle. The jet-finding efficiency for the inclusive (unbiased) jets is around unity for high pT
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jets. and reduces to ∼ 95% for pT < 20 GeV/c due to migration of the jet axis outside the η

acceptance. For leading track biased jets, the jet-finding efficiency is reduced by ∼ 5% and
∼ 20% for pleading track

T > 5 and 10 GeV/c, respectively, which is consistent with the charged
particle tracking efficiency. In general, the jet-finding efficiency depends on the resolution
parameter and is smaller at low pT for jets with R = 0.2 than for jets with R = 0.3. It is almost
independent of collision centrality and collision system.

9.2.5 Unfolding Procedure

Both background fluctuations and detector effects lead to smearing of the measured jet mo-
mentum in heavy ion collisions. These effects can be corrected for using an unfolding proce-
dure [418–420]. The relation between the measured spectrum Mm and the true jet spectrum
Tt is given by

Mm = Rtot
m,t ·Tt = Rbkg

m,d ·R
det
d,t ·Tt, (9.7)

where Rdet
d,t is the response matrix for detector effects including efficiency, Rbkg

m,d is the re-

sponse matrix for background fluctuations, and Rtot
m,t = Rbkg

m,d ·R
det
d,t it the total response matrix
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including detector effects and background fluctuations.The indices m, d, and t indicate the bin
number.

Figure 9.5 shows the width of the combine response σ(pdet
T,ch jet)/ppart

T,ch jet as a function of

ppart
T,ch jet obtained for the two jet resolution parameters for the 0–10% central Pb–Pb colli-

sions. The width was determined by the Gaussian fit to the (pdet
T,ch jet− ppart

T,ch jet)/ppart
T,ch jet dis-

tributions. It can be observed that the dominant correction at low momenta originates from
the background fluctuations, while at high pT the detector effects dominate. Moreover, the
contribution from background fluctuations significantly increases for the jets with the larger
resolution parameter.

)c (GeV/
part

T,ch jet
p

10 20 30 40 50 60 70 80 90 100 110

p
a
rt

T
,c

h
 j
e
t

p
)/

d
e
t

T
,c

h
 j
e
t

p(
σ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

=0.2 Centrality: 0­10%R 
T

kAnti­

Background fluctuations

Detector effects

Combined

ALICE

)c (GeV/
part

T,ch jet
p

10 20 30 40 50 60 70 80 90 100 110

p
a
rt

T
,c

h
 j
e
t

p
)/

d
e
t

T
,c

h
 j
e
t

p(
σ

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

=0.3 Centrality: 0­10%R 
T

kAnti­

Background fluctuations

Detector effects

Combined

ALICE

Fig. 9.5 Combined jet response for charged jets for the two resolution parameters R = 0.2 (left) and
R = 0.3 (right), including background fluctuations and detector effects for the 0–10% central Pb–Pb
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The true jet spectrum was obtained by inverting the response matrix based on three al-
gorithms including the χ2 method with log-log regularization [19], the Singular Value De-
composition (SVN) method as implemented in RooUnfold [421], and the Bayesian method
[419, 422]. It was found in a closure test with a thermal background model that the Bayesian
method does not converge properly for this case, while the other two methods give similar re-
sults. The covariance matrix cov(x,y) for the unfolded result is calculated by propagating the
measurement errors in the unfolding and/or using Monte Carlo variations of the input spectra.
The statistical uncertainties on the unfolded data points are the square root of the diagonal
elements of the covariance matrix of the unfolded spectrum. For more details see Ref. [19].
The same unfolding procedure was applied for p–Pb collisions [26].
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9.2.6 Systematic Uncertainties

The systematic uncertainties on the jet pT spectra were evaluated by varying a number of
key parameters in the correction procedure and by using different unfolding methods. The
different contributions to the resulting systematic uncertainties for charged jet measurement
in Pb–Pb collisions are outlined in this section (see Ref. [19] for more details). The same
contributions were considered in analysis of p–Pb data and are discussed in detail in Ref. [26].

The contributions to systematic uncertainties on the pT spectra of charged jets with a lead-
ing track momenta pT > 5 GeV/c for Pb–Pb collisions are listed in Tab. 9.1. The were deter-
mined using the following procedure:

• The uncertainties from the regularization and the unfolding procedure were evaluated by
changing the regularization strength in the χ2 approach, by comparing the results from un-
folding methods, and by varying the input distribution (prior) to the unfolding algorithm.
However, the Bayesian method was only included for the cases when combinatorial jets
were suppressed requiring jets with a leading track with pT > 5 GeV/c or pT > 10 GeV/c.
Without this selection, the Bayesian method was found to be unreliable due to large devi-
ations at the low jet pT with respect to the other unfolding methods. The prior was varied
using several distributions, including the measured jet pT spectrum, the pQCD inspired pT
spectrum or uniform pT distribution. The choice of prior has a negligible effect on the final
unfolded spectrum.

• The effect of combinatorial jets in the sample is evaluated by changing the minimum pT
of the unfolded jet spectrum and of the measured spectrum where the unfolding is applied.
The minimum pT of unfolded spectrum was shifted from pT,ch jet = 0 to pT,ch jet = 5 GeV/c
and pT,ch jet = 10 GeV/c. The minimum pT of the measured jet spectrum was varied by
±10 GeV/c.

• The uncertainties on the jet background include the background fluctuations (δ pT) and
corrections for collective flow effects. The δ pT uncertainty was obtained by comparing the
δ pT response from the single-track embedding and the response from the random cones.
The uncertainty due to flow effects was calculated by changing the background density,
ρch (Eq. 9.3), to the lowest and highest values found in the different azimuthal regions
corresponding to perpendicular and near-side regions, respectively.

• The detector response has two main components: tracking efficiency and momentum res-
olution of which the tracking efficiency is the dominant uncertainty. They were estimated
by using detector simulations with PYTHIA6 and HIJING event generators and by varying
the track selection criteria.

• The relative uncertainty on the fraction of hadronic cross-section used in the Glauber fit to
determine the centrality classes (∼ 1%) was propagated to the jet spectrum by varying the
limits of the centrality intervals by ±1%.

The total systematic uncertainties were separated into two classes for the anti-correlated
(shape) and correlated uncertainties over the entire pT range. The shape uncertainties include
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Resolution parameter R = 0.2 R = 0.3

Centrality class pT-interval (GeV/c) 30–40 70–80 30–40 70–80

0–10%

Regularisation +3.4
−0.0

+2.3
−0.3

+9.9
−0.0

+2.6
−6.7

Unfolding method +0.0
−3.5

+0.0
−1.1

+0.0
−7.3

+7.6
−0.0

Minimum pT unfolded +9.6
−0.0

+0.3
−0.0

+0.0
−5.9

+0.0
−1.8

Minimum pT measured +1.7
−4.8

+0.2
−0.3

+0.0
−13

+0.0
−2.1

Prior < 0.1

δ pT
+0.0
−4.9

+0.0
−2.1

+0.0
−27

+0.0
−4.6

Detector effects ±2.7 ±5.5 ±4.6 ±5.2

Flow bias +0.9
−5.8

+0.4
−4.1

+7.3
−5.9

+4.8
−4.1

Centrality determination 0.8

Total shape uncertainty +10
−7.6

+2.4
−2.4

+9.9
−31

+7.6
−8.6

Total correlated uncertainty +2.9
−6.4

+5.6
−6.9

+8.6
−7.5

+7.1
−6.6

50–80%

Regularisation +0.0
−5.5

+13
−4.1

+0.1
−5.1

+17
−2.2

Unfolding method +2.1
−0.0

+0.0
−20

+2.3
−0.0

+0.0
−20

Minimum pT unfolded +0.3
−0.0

+0.1
−0.0

+1.0
−0.0

+0.6
−0.0

Minimum pT measured +9.3
−0.0

+0.7
−0.4

+7.5
−0.0

+1.0
−0.0

Prior < 0.1

δ pT
+8.2
−0.0

+2.4
−0.0

+3.0
−0.0

+2.2
−0.0

Detector effects ±3.3 ±6.2 ±3.3 ±3.1

Flow bias +1.9
−1.9

+0.3
−0.3

+0.4
−7.2

+0.3
−4.0

Centrality determination 1.9

Total shape uncertainty +13
−5.5

+13
−20

+8.5
−5.1

+17
−20

Total correlated uncertainty +4.2
−4.2

+6.5
−6.5

+3.8
−8.2

+3.6
−5.4

Table 9.1 Overview of systematic uncertainties for jet spectra with a leading track with pT > 5 GeV/c
[19]. Relative uncertainties are given in percentiles for two pT-intervals and two different centrality
intervals.

the contributions from the unfolding and background fluctuations, while the contributions to
the correlated uncertainties include the detector response, collective flow in the background,
and the effect of combinatorial jets. For both cases, the corresponding contributions are added
in quadrature.
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9.3 pT Spectra in Pb–Pb Collisions at√sNN = 2.76 TeV

Figure 9.6 shows charged jet pT spectra measured at mid-rapidity (|ηjet| < 0.5) with reso-
lution parameters R = 0.2 (left panels) and R = 0.3 (right panels) for the 0–10%, 10–30%,
30–50% and 50–80% central Pb–Pb collisions at

√
sNN = 2.76 TeV [19]. The presented spec-

tra are based on the 12.8× 106 minimum-bias Pb–Pb collisions in the centrality range 0–
80%, collected by ALICE in 2010. The jets reconstructed from charged constituents with
pT > 0.15 GeV/c and |η |< 0.9, were corrected for detector effects and background fluctua-
tions, and for the jet finding efficiency as described in the previous sections. The upper panels
show the inclusive jet spectra, while the middle and lower panels show the jet spectra with a
leading track momenta pT > 5 GeV/c and pT > 10 GeV/c.

The jet yield is given per event and normalized by the average number of nucleon-nucleon
collisions Ncoll corresponding to the given centrality interval. The jet yield evolves with cen-
trality and for central collisions smaller number of jets are observed per Ncoll than in peripheral
collisions. The pT range of measured jets depends on the jet selection criteria and available
statistics. The momentum range is extended towards lower pT for jets with a leading track se-
lection, for which the background from combinatorial jets is reduced and unfolding procedure
is more stable.

The ratio of pT spectra of charged jets with R = 0.2 and R = 0.3 measured in the 0–10%
and 50–80% central Pb–Pb collisions are compared to that from PYTHIA6 pp simulations in
Fig. 9.7 [19]. All ratios agree within uncertainties showing that the transverse jet shape in cen-
tral and semi-peripheral Pb–Pb collisions are consistent with jet shapes in vacuum. No sign of
a modified jet structure is observed between R = 0.2 and R = 0.3. In addition, it is shown that
the effect of selecting jets with a leading hadron with pT > 5 GeV/c or pT > 10 GeV/c is sim-
ilar in Pb–Pb collisions and in PYTHIA pp events, indicating that the longitudinal momentum
distribution of high pT (leading) tracks in jets reconstructed in Pb–Pb collisions remains un-
modified. This observation is in qualitative agreement with measurements of jet fragmentation
properties by CMS [217, 423] and ATLAS [214].

9.4 pT Spectra in p–Pb Collisions at√sNN = 5.02 TeV

Figure 9.8 shows the pT-differential production cross section for charged jets measured in
minimum-bias p–Pb collisions at

√
sNN = 5.02 TeV for resolution parameters R = 0.2 (left)

and R = 0.4 (right) [26]. The p–Pb data were taken with the ALICE detector in 2013. In total,
about 96× 106 events were used for the analysis. The pT-differential cross sections were
obtained using the interaction p–Pb cross section, σV0 = 2.09±0.07 b, from the van der Meer
scan [424].

The spectra are found to be in agreement with the scaled NLO pQCD calculations from
POWEG [425, 426] combined with PYTHIA8, with PDF of proton (CTEQ6.6 [379]) cor-
rected for the medium effects (EPS09 [198]), as shown in the lower panels. One can see that
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Fig. 9.6 Transverse momentum spectra of charged jets with resolution parameters R = 0.2 (left pan-
els) and R = 0.3 (right panels) corrected for background fluctuations and detector effects [19]. The
spectra are shown for three set of jets with different leading track selections: unbiased (top panels),
pleading track

T > 5 GeV/c (middle panels), and pleading track
T > 10 GeV/c (lower panels). The spectra

are scaled by corresponding 1/Ncoll for comparison. The boxes around data points denote correlated
(open symbols) and uncorrelated (filled symbols) systematic uncertainties. The uncertainty bands for
pT,ch jets < 20 GeV/c indicate normalization uncertainty related to the Ncoll scaling.
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the effect of the nuclear PDFs on the jet production in the reported kinematic regime is almost
negligible.

In Fig. 9.8 (left) the jet spectra for −0.65 < ηlab < −0.25 and 0.25 < ηlab < 0.65 are
compared to results from the symmetric selection |ηlab| < 0.5 [26]. Here, the ηlab denotes
the pseudorapidity of the jet axis. The first selection roughly corresponds to a small window
around mid-rapidity for the nucleon-nucleon center-of-mass system, while the second is sepa-
rated from it by about one unit in rapidity. No significant change of the jet spectra is observed
for these two pseudorapidity regions. Thus, the jet measurement has no strong sensitivity to
the rapidity shift.

The ratio of charged jet production cross sections for two different resolution parameters,
R = 0.2 and R = 0.4, is shown in Fig. 9.9 [26]. It can be used to test the possible cold nu-
clear matter effects on the jet structure in p–Pb collisions. The ratio in p–Pb is compared to
the ratio from PYTHIA6 (Perugia 2011 tune) and NLO pQCD (POWHEG+PYTHIA8 with
nuclear PDFs) calculations at

√
sNN = 5.02 TeV and to ALICE results in pp collisions at√

s = 7 TeV [406]. All ratios show the expected increase with the jet pT due to increasing
collimation of jets for higher transverse momentum and agree within the uncertainties. No
significant energy dependence or change with collision systems is observed. The p–Pb ratio
is well described by the NLO pQCD as well as by the PYTHIA6 pp simulations at the same
collision energy.
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Chapter 10
Measurement of Nuclear Modification Factors of Charged
Particles

In order to quantify nuclear effects the nuclear modification factors were determined for
Pb–Pb and p–Pb collisions at the LHC. The p–Pb measurements were needed to establish
whether the initial state of colliding nuclei plays a role in the production of hard probes. The
nuclear modification factors of charged particles [15–17, 21, 22, 28], which were obtained by
author, are presented in this chapter. The comparison with other measurements at RHIC and
at the LHC, and with model calculations, is also discussed.

10.1 RpPb of Charged Particles

Figure 10.1 shows the nuclear modification factor RpPb for charged particles at |ηcms| < 0.3
(left) and at−0.3 < ηcms < 1.3 (right) measured in NSD p–Pb collisions at

√
sNN = 5.02 TeV

[16, 21, 28]. The first RpPb measurement at the LHC was performed for charged particles with
0.5< pT < 20 GeV/c and |ηcms|< 0.3, for data collected in 2012 [16]. The RpPb measurement
was later extended for particles with 0.15 < pT < 50 GeV/c using higher statistics of p–Pb
data collected in 2013 [21]. The pp reference spectrum used for the determination of RpPb was
constructed based on measurements at different collision energies, as described in Sec. 6.3.2.
The resulting RpPb are compared in Fig. 10.1 (left). The RpPb measured in the broader pseu-
dorapidity range −0.3 < ηcms < 1.3 [21] is compared in Fig. 10.1 (right) with the RpPb from
the reanalysis of p–Pb data, determined with the measured pp reference at the same collision
energy of

√
s = 5.02 TeV [28].

One can note that the RpPb is consistent with unity for pT ≥ 2 GeV/c. RpPb shows a small
maximum at pT ≈ 4 GeV/c, in the pT region where a strong Cronin effect is seen at lower
energy p–A collisions [292, 427, 428]. At RHIC, in d–Au collisions at

√
sNN = 200 GeV, RdAu

reaches values of about 1.4 for charged hadrons with 3 < pT < 5 GeV/c [282, 284, 290, 291].
The present measurement clearly indicates a small magnitude of the Cronin effect at the LHC
energies. The data are consistent with no enhancement within systematic uncertainties. For the
region of several tens of GeV, binary collision scaling was experimentally confirmed in Pb–Pb
collisions at the LHC by the measurements of electroweak bosons, direct photons [429], Z0

125
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Fig. 10.1 Left: RpPb as a function of pT for charged particles measured in |ηcms|< 0.3, in NSD p–Pb
collisions at

√
sNN = 5.02 TeV collected in 2012 [16] and 2013 [21]. Right: RpPb of charged particles

measured in −0.3 < ηcms < 1.3, in NSD p–Pb collisions at
√

sNN = 5.02 TeV collected in 2013 [21],
in comparison with the results from the reanalysis of p–Pb data with the measured pp reference at√

s = 5.02 TeV [28]. The pT-dependent systematic uncertainties are shown as the boxes around data
points. The normalization uncertainties including normalization of pp and p–Pb spectra and 〈TAA〉
determination are indicated by the boxes at unity.

[430], and W± [431], which are not affected by strong interactions with the QCD matter. The
presented measurement in p–Pb collisions extends this important experimental verification
down to the GeV scale and to hadronic observables.

The nuclear modification factors measured in p–Pb collisions are important to constrain
models including cold nuclear matter effects (see Sec. 3.1.1) on particle production. Fig-
ure 10.2 shows comparison of RpPb measured at central rapidity with different saturation
(CGC) models [432, 433] (top panel), with pQCD models with cold nuclear matter effects
[434, 435] (middle panel), and with HIJING 2.1 [436] (lower panel). The calculations of
Tribedy and Venugopalan [432] are shown for two implementations with running coupling
Balitsky-Kovchegov (rcBK) and impact parameter dependent dipole saturation (IP-Sat) mod-
els. The calculations within IP-Sat are consistent with the data, while those within rcBK
slightly underpredict the measurement. The Monte Carlo implementation of the rcBK model
by Albacete et al. [433] (rcBK-MC) is consistent with measurements within the large uncer-
tainties of the model. The pQCD NLO calculations with the EPS09s nuclear parton distribu-
tion functions by Helenius et al. [434] (calculations are for π0) describe the data well. The
pQCD LO calculations with cold nuclear effects (gluon shadowing) by Kang et al. yield RpPb
below unity for pT > 6 GeV/c, which is not supported by the data. The prediction from the
HIJING 2.1 model [436], with the present shadowing parameter sg = 0.28, underpredicts the
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(CGC) models [432, 433] (top panel), pQCD based models [434, 435] (middle panel), and HIJING 2.1
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data, however shows a proper trend. The HIJING implementation of decoherent hard colli-
sions (DHCs) has a small influence on the results. When the independent fragmentation is
included in the model it improves agreement with data at intermediate pT. These comparisons
demonstrate that the data are crucial for the theoretical understanding of cold nuclear matter
as probed in p–Pb collisions at the LHC.
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10.2 QpPb of Charged Particles

The various centrality estimators induce a bias on the nuclear modification factor in p–Pb
collisions depending on the rapidity range they cover, as discussed in Ref. [22] (see also
Sec. 2.5.2). In contrast to minimum-bias collisions, where the average number of binary
nucleon-nucleon collisions can be obtained as 〈Ncoll〉 = σpA/σpp, Ncoll for a given centrality
class cannot be used to calculate centrality-dependent RpPb. Instead, for a given p–Pb collision
centrality the QpPb is defined

QpPb =
dNpPb/dpT

〈NGlauber
coll 〉dNpp/dpT

=
dNpPb/dpT

〈T Glauber
pPb 〉dσpp/pT

, (10.1)

where 〈NGlauber
coll 〉 and 〈T Glauber

pPb 〉 are determined using a particular centrality estimator. In this
notation, QpPb should be distinguished from RpPb because the former is influenced by potential
biases from the centrality estimator, which are not related to nuclear effects.

For determination of QpPb the pT spectra measured in minimum-bias p–Pb collisions [21]
(see Sec. 6.4) were used. The reference pp spectrum was constructed at low pT by interpolat-
ing the data measured at

√
s = 2.76 and 7 TeV, and at high pT by scaling the measurements at√

s = 7 TeV using NLO pQCD calculations [18], as described in Sec. 6.3.2.
Figure 10.3 shows QpPb of charged particles measured as a function of pT at mid-rapidity

(|ηcms| < 0.3) in NSD p–Pb collisions at
√

sNN = 5.02 TeV, for several centrality classes,
which were determined using different centrality estimators (CL1, V0A, V0M and ZNA) [22].
These estimators used information from ALICE detectors located at different pseudorapidity
ranges:

• CL1: the number of clusters in the outer layer of the SPD detector, |η |< 1.4;
• V0A: the amplitude in the V0 detector on the A side (the Pb-going side for the considered

p–Pb event sample), 2.8 < η < 5.1;
• V0M: the sum of amplitudes in the V0 detectors on the A and C sides (V0A+V0C), 2.8 <

η < 5.1 and −3.7 < η <−1.7;
• ZNA: the energy deposited in the neutron ZDC calorimeter on the A side, η > 8.8.

The uncertainties of the p-Pb and pp spectra were added in quadrature, separately, for the
statistical and systematic uncertainties. The systematic uncertainties on the spectra are only
shown for the V0A 0–5% centrality class. They are the same for the other centrality classes.
The total systematic uncertainties on the normalization are given by the quadratic sum of
the uncertainty on the normalization of the pp and p–Pb spectra. For simplicity, the 〈TpPb〉
uncertainty for the minimum-bias collisions is shown.

As expected, for CL1, V0M and V0A, QpPb strongly deviates from unity at high pT for
all centrality classes, with values well above unity for central collisions and below unity for
peripheral collisions. However, the spread between centrality classes reduces with increasing
rapidity gap between the range used for the centrality estimator and that used for the pT
measurement.
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Fig. 10.3 QpPb as a function of pT for charged particles measured at |η | < 0.3 in p–Pb collisions
at
√

sNN =5.02 TeV, for various centrality intervals determined with different centrality estimators
[22]. The lines are from G-PYTHIA calculations [22]. The vertical error bars denote only statistical
uncertainties. The pT-dependent systematic uncertainties around data points are only shown for the
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certainties including normalization of pp and p–Pb spectra and 〈TpPb〉 determination (only for the
minimum-bias p–Pb) are indicated by the boxes at unity.
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In order to study the centrality determination biases, the QpPb distributions are compared to
the model calculations with G-PYTHIA model [22], which are shown with the solid lines in
Fig. 10.3. In this model, the PYTHIA event generator was coupled to the Glauber model of
p–Pb collisions, and for each p–Pb event PYTHIA generated Ncoll independent pp collisions.
The event centrality was obtained from the charged-particle multiplicity in the rapidity region
covered by each estimator, in the same way as in data (see Sec. 2.5 for details). With this
approach, the general trend at high pT is reasonably well described for all centrality classes,
particularly for CL1 estimator, which suggests that particle production at high pT in p–Pb
collisions can be approximated by an incoherent superposition of pp collisions. However, this
agreement is not as good for V0A and V0M estimators, because this model is not capable to
describe particle production at forward rapidities. One can also note that this model does not
describe data at intermediate momenta (pT≈ 3 GeV/c), particularly for the central collisions,
where the Cronin effect is reported [292]. The enhancement in the central collisions is about
15%, independently of selected centrality estimator. The particle production at intermediate
pT is expected to be dominated by the hard processes and should scale with Ncoll in the ab-
sence of nuclear effects. From this, one can conclude that the observed enhancement is due
to nuclear modification effects, as observed in other p–Pb measurements [20, 437, 438]. In
contrast, at low pT (below the Cronin maximum) the data are overestimated by the model,
which is expected because the particle production at low pT is dominated by soft processes
and does not scale with Ncoll.

Figure 10.3 (right-bottom panel) shows QpPb determined for the ZNA centrality classes.
The QpPb distributions for different centrality classes are much more similar to each other
as compared to other centrality estimators, as expected in the absence of multiplicity bias
(dynamical bias due to large multiplicity fluctuations in p–Pb collisions [22]). The height of
the Cronin maximum relative to the yield at high pT is smaller for ZNA selected events than
for V0A estimator, which might indicate that there is a remaining small bias for V0A event
selection. For peripheral (60–80%, 80–100%) p–Pb events, the QpPb distributions are shifted
with respect to those for other centralities. This is not due to the event selection but is due
to the inaccurate estimate of 〈Ncoll〉 values for peripheral events, where a small uncertainty
results in a large relative deviation in a QpPb determination [22].

As discussed in Sec. 2.5.2, the hybrid method uses centrality classes selected with ZNA and
Ncoll values determined with assumption on particle production. Figure 10.4 shows the result-
ing QpPb for NPb−side

coll (left panel) and Nmult
coll (right panel). The QpPb shown in Fig. 10.3 (right-

bottom panel) and both panels of Fig. 10.4 have the same shapes by construction and differ
only due to the Ncoll scaling of the pp reference spectrum. The obtained QpPb are consistent
with unity at high pT for all centrality classes, which confirms the absence of initial-state ef-
fects for particle production, as observed for minimum-bias p–Pb collisions. The Cronin max-
imum, which has already been noted in minimum-bias collisions, is observed to be stronger in
central collisions and nearly absent in peripheral collisions. However, this maximum is much
smaller at

√
sNN = 5.02 TeV p–Pb collisions as compared to that observed at RHIC.
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Fig. 10.4 QpPb as a function of pT for charged primary particles measured in |η | < 0.3 in p–Pb col-
lisions at

√
sNN =5.02 TeV, for different centrality intervals determined with hybrid method [22]. The

vertical error bars (upper panels) denote only statistical uncertainties. The pT-dependent systematic
uncertainties (from pp and p–Pb spectra added in quadrature) are shown in bottom panels. The nor-
malization uncertainties including normalization of pp and p–Pb spectra, and 〈TAA〉 determination, are
indicated by the boxes at unity.

10.3 RAA of Charged Particles

The first measurement of nuclear modification factors of charged particles in Pb–Pb collisions
at
√

sNN = 2.76 TeV has been reported by ALICE [15]. At that time, the pp measurements at
the same

√
s were not available and several approaches were applied to determine pp refer-

ence spectrum. The pp reference was obtained by interpolating the invariant yields of charged
particles measured by ALICE in INEL pp collisions at

√
s = 0.9 and 7 TeV [14, 15]. The

interpolation was performed in bins of pT, based on assumption that the increase of the yield
with

√
s follows a power law. Above pT = 2 GeV/c, the measured spectra were parametrized

by the modified Hagedorn function [377] to reduce bin-by-bin fluctuations. The interpolation
procedure was verified using PHOJET and PYTHIA6 (D6T [439] and Perugia0 [371] tunes)
spectra at

√
s = 0.9, 2.76 and 7 TeV. The generated and interpolated spectra agreed within

uncertainties. Two alternative approaches were applied to construct pp reference spectrum
for pT > 6.5 GeV/c. Replacing in interpolating procedure the pT spectrum at

√
s = 0.9 TeV

with the pT spectrum measured in pp̄ collisions at
√

s = 1.9 TeV by CDF experiment [440]
results in 5–15% lower than interpolated pp reference. A different procedure based on the
NLO pQCD calculations [211] was applied to scale pT spectrum from

√
s = 0.9 or 7 TeV

to 2.76 TeV, as demonstrated by Eq. 6.8. Starting from the 7 TeV spectrum a good agree-
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ment with the interpolated pp reference was found, while starting from 0.9 TeV results in
30–50% higher spectrum than the interpolated reference. The comparison of the interpolated
pp reference spectrum with the references obtained in the following analysis [18] is shown in
Fig. 6.6.

The resulting RAA is shown in Fig. 10.5 (left) for central and peripheral collisions, corre-
sponding to 0–5% and 70–80% of the hadronic Pb–Pb cross section, for particles in |η |< 0.8
and 0.3 < pT < 20 GeV/c. The nuclear modification factor is below unity for both central-
ity intervals. At high pT, where production from hard processes is expected to dominate,
in peripheral collisions the RAA is about 0.7 and shows no pronounced pT dependence for
pT > 2 GeV/c. In central collisions RAA is below unity reaching a minimum of RAA ≈ 0.14
at pT = 6–7 GeV/c. Above pT = 7 GeV/c, RAA increases significantly to about 0.35 at the
highest pT. Below pT = 6 GeV/c, RAA strongly depends on pT with maximum at around
2 GeV/c, which is related to the radial flow developing in Pb–Pb collisions, as discussed in
Sec. 5.2 and 7.2. The RAA in central collisions determined using alternative pp references
are plotted as histograms. For such scenarios, the overall RAA is shifted depending on the pp
reference, but without significant change in pT dependence.

In Fig. 10.5 (right) the ALICE RAA in central Pb–Pb collisions at the LHC [15] is compared
to measurements of RAA of charged hadrons in central Au–Au collisions by STAR [281] and
PHENIX [283] experiments at RHIC. At low pT, the measured RAA is similar to the RHIC
results. The position and shape of the maximum at intermediate pT is also similar to that
at RHIC. At high pT (7–8 GeV/c), the nuclear modification factor is smaller than at RHIC,
despite the much flatter pT spectrum in pp and Pb–Pb collisions at the LHC, which points to
an enhanced energy loss at LHC and therefore a denser medium.

The analysis of nuclear modification factors for Pb–Pb collisions at
√

sNN = 2.76 TeV has
been later extended by ALICE by adding more Pb–Pb data samples and by including pp mea-
surements at

√
s = 2.76 TeV [17]. The resulting RAA, determined for nine centrality intervals

and for 0.15< pT < 50 GeV/c, are shown in Fig 10.6. For the RAA measurement, the reference
pp spectrum was constructed based on the pT spectra measured at

√
s= 2.76 TeV, as described

in Sec. 6.3.1. In peripheral collisions (70–80%), only moderate suppression, RAA ≈ 0.7, and
a weak pT dependence is observed. Towards more central collisions, a pronounced minimum
at pT = 6–7 GeV/c develops, while for pT > 7 GeV/c there is a significant rise of the RAA
that becomes gradually less steep with increasing pT. In the most central collisions (0–5%),
the yield is most suppressed, with RAA ≈ 0.13 at pT = 6–7 GeV/c. The RAA reaches about
0.4 with no significant pT dependence for pT > 30 GeV/c.

The maximum in RAA at pT ≈ 2 GeV/c results from collective expansion (radial flow),
which change the shape of the pT spectrum. As expected for collective effects, a strong cen-
trality dependence is observed. The magnitude of radial flow depends on the particle mass,
and thus also on the primary particle composition. It should be noted that at low pT soft pro-
cesses dominate particle production and binary collision scaling is not expected to hold, as
soft processes rather scale with the average number of participating nucleons 〈Npart〉 [175]. It
is observed in the measurements of dNch/dη [302, 303], as shown in Fig. 5.1.
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alternative pp references obtained by use of pp̄ measurements at

√
s = 1.9 TeV [440] (solid histogram)

and NLO pQCD scaling of the data at
√

s = 900 GeV [15] (dashed histogram). The total normalization
uncertainties including normalization of pp spectra and 〈TAA〉 determination are indicated by the boxes
at unity. Right: Comparison of RAA measured in central Pb–Pb collisions by ALICE to measurements
by STAR [281] and PHENIX [283] experiments at RHIC. The statistical and systematic uncertainties
of the PHENIX data are shown as error bars and boxes, respectively. The statistical and systematic
errors of the STAR data are combined and shown as boxes. The total normalization uncertainty are
shown as boxes at unity.

The dependence of RAA on collision centrality, expressed by Npart and by the charged par-
ticle multiplicity density dNch/dη , are shown for different pT intervals in Fig 10.7 [18]. The
ALICE measurements are compared with results in Au–Au collisions at

√
sNN = 200 GeV

from PHENIX [283]. The strongest centrality dependence is observed for particles with
5 < pT < 7 GeV/c. At higher pT, the centrality dependence is weaker. For the same pT
interval, the suppression observed at the LHC is larger than at RHIC by a factor of about
1.2, for all 〈Npart〉 (Fig. 10.7, top). The similar suppression is observed when RHIC and LHC
results are compared as a function of dNch/dη (Fig. 10.7, bottom). Larger values of suppres-
sion than at RHIC are observed in central collisions at the LHC, where the dNch/dη exceeds
that of the most central collisions at RHIC. It should be noted that the suppression at a given
centrality interval results from the interplay between the parton spectrum, medium density,
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and gluon-to-quark ratio, all of them exhibit a significant energy dependence. Therefore, the
model studies are needed to evaluate their relative ratios.

Figure 10.8 shows RAA measured by ALICE at
√

sNN = 5.02 TeV [28]. The RAA are com-
pared to RAA at

√
sNN = 2.76 TeV from the reanalysis of ALICE data. In this analysis, the

pp references for the two energies are fully based on the measured pT spectra without ap-
plying interpolation or scaling procedures. The pT spectra used for the RAA determination
are presented in Sec. 6.6. The nuclear modification factors have a strong centrality depen-
dence, and are very similar in magnitude for the two collision energies. Given that the pT
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Fig. 10.8 RAA as a function of pT for charged particles measured in Pb–Pb collisions at√
sNN = 2.76 and 5.02 TeV for nine centrality intervals [28]. The RAA at lower collision energy are

from the reanalysis of previously published data [17]. Statistical and systematic uncertainties are plot-
ted as vertical error bars and boxes around the points, respectively. The total normalization uncertainty
(pp and Pb–Pb) is indicated by the boxes at unity.

spectrum is harder in pp collisions at the higher energy, as shown in Fig. 6.12, it indicates a
larger parton loss in the hotter/denser and longer-lived QGP produced at

√
sNN = 5.02 TeV.

In 0–5% central collisions, the yield is most suppressed by a factor of about 8 (RAA ≈ 0.13)
at pT = 6–7 GeV/c. Above pT = 7 GeV/c, there is a significant rise of the nuclear modi-
fication factor, which reaches a value of about 0.4 at the highest pT. In 70–80% peripheral
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collisions, the suppression is about 30% at intermediate pT and decreases to approach unity
at the highest pT.

10.4 RpPb vs. RAA of Charged Particles at the LHC

Figure 10.9 (left) shows RpPb in minimum-bias p–Pb collisions in comparison to RAA in the
0–5% and 70–80% central Pb–Pb collisions at

√
sNN = 5.02 TeV [28]. The RpPb exhibits

maximum at pT = 3–5 GeV/c, which is for the larger pT than maximum of RAA seen at
pT = 1.5–3 GeV/c, indicating that the origin of these maxima is different for the two colli-
sion systems. In p–Pb collisions, the maximum was identified with the Cronin effect, while in
Pb–Pb collisions with the strong radial flow and particle production via regeneration mecha-
nisms, which modify the particle spectra in this pT range. The RpPb is consistent with unity for
pT > 8 GeV/c, which is also observed for the QpPb determined in centrality selected p–Pb col-
lisions (Fig. 10.4). It indicates that the strong suppression observed in central Pb–Pb collisions
is not related to the initial-state (or cold nuclear matter) effects.

There is also visible an onset of suppression in peripheral Pb–Pb collisions for pT up to
20 GeV/c, which can be related to the biases introduces by centrality determination, as dis-
cussed in Ref. [441]. It can lead to the Pb–Pb event centrality selection for which the prop-
erties of the binary nucleon-nucleon scaling deviate from unbiased pp collisions. In this case,
the RAA can deviate from unity even in the absence of nuclear effects. There are two main
origins of these biases. Firstly, it can be due to the different spacial distribution of nucleons
in nuclei, in the plane transverse to the beam directions, with respect to the distributions of
protons in colliding beams, leading to the bias on the nucleus-nucleus impact parameter. Sec-
ondly, centrality selection is based on measurements of bulk particle production (see Sec. 2.5
for details) and thus can bias the mean multiplicity of individual nucleus-nucleus collisions,
and in case of correlation of soft and hard particle production the amount of hard processes in
Pb–Pb collisions. It was estimated that the overall bias including both effects can reach up to
20% for the 70–80% peripheral collisions. Therefore, the calculations that attempt to address
parton energy loss in peripheral collisions have to account for these effects.

The ALICE results for RAA and RpPb of charged particle measured at
√

sNN = 5.02 TeV [28]
are compared in Fig. 10.9 (right) to measurements by CMS [442]. An agreement is observed
for both RAA and RpPb within current uncertainties. One can note that the systematic uncertain-
ties of ALICE measurements are much smaller than that shown by CMS. For the pT values
extending the ALICE range (pT > 50 GeV/c), the RpPb measured by CMS is above unity,
which might be related to the antishadowing effect (see Sec. 3.1.1 for details). The suppres-
sion of charged particle production in the most central Pb–Pb collisions continues up to the
highest pT measured by CMS and approaches unity in the vicinity of pT = 200 GeV/c.
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Fig. 10.9 Left: Nuclear modification factors measured by ALICE in central (0–5%) and peripheral
(70–80%) Pb–Pb collisions and in p–Pb collisions at

√
sNN = 5.02 TeV [28]. Right: A comparison of

the nuclear modification factors for central (0-5%) Pb–Pb and p–Pb collisions measured by ALICE
[28] and CMS [442, 443]. In both figures, the pT-dependent systematic uncertainties are shown as
boxes around data points. The normalization uncertainties are shown as boxes around unity.

10.5 RAA of Charged Particles vs. Models

10.5.1 Model Predictions at √sNN = 2.76 TeV

In Fig. 10.10, RAA measured by ALICE in 0–5% central Pb–Pb collisions at
√

sNN = 2.76 TeV
[17] is compared to the model predictions. All model calculations except WHDG [444] use
a hydrodynamical description of the medium, but different extrapolation assumptions from
RHIC to LHC. A variety of energy loss formalisms is used (see Sec. 3.2 for more details).
The opacity expansion (WHDG), the multiple gluon soft gluon approximation (ASW) [255],
and the Higher Twist (HT) [261, 262] models are based on analytical radiative energy loss
formulations that include interference effects. The ASW and WHDG calculations show larger
suppression than seen in the measurement, while one of the HT curves (Chen [261]) with
lower medium density provides a good description. The other HT model (Majumder [262])
curve shows a stronger rise with pT than measured. The elastic energy loss model by Renk
(elastic [445]) overshoots data at low pT. The YaJEM-D [446] model, which is based on
medium-induced virtuality increases in a parton shower, shows too strong pT dependence
of RAA.
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Fig. 10.10 RAA of charged particles measured by ALICE in 0–5% central Pb–Pb collisions at√
sNN = 2.76 TeV [17] in comparison to model calculations [255, 261, 262, 444, 446, 447]. The boxes

around the data points denote pT-dependent systematic uncertainties. The systematic uncertainty on
the normalization which is related to Pb–Pb centrality determination and pp spectra normalization are
added in quadrature, and is shown as box at RAA = 1.

10.5.2 Model Calculations at √sNN = 5.02 TeV

Figure 10.11 shows RAA measured by ALICE in 0–5% central Pb–Pb collisions at
√

sNN =
5.02 TeV [28] in comparison to model calculations. The calculations by Vitev et al. are based
on the SCETG model [448, 449], which uses an extended soft-collinear effective theory to
describe inclusive particle production and suppression in the heavy-ion environment. This
theoretical framework provides an analytic connection between generalized DGLAP evolu-
tion equations for the fragmentation functions in dense strongly-interacting matter and parton
energy loss for hard processes. The calculations employ the pQCD-based hard cross section
and QGP medium evolved parton-to-hadron fragmentation functions, combined with initial-
state cold nuclear matter (CNM) effects, which include dynamical nuclear shadowing, the
Cronin effect and initial-state parton energy loss (see [449] and references therein for details).
The two upper and lower curves represent calculations for the nuclear modification factor with
variations of the coupling strength g = 1.9±0.1.

Djordjevic et al. [450, 451] use a dynamical energy loss formalism based on pQCD calcu-
lations in a finite size dynamical QCD medium. While the initial pT spectrum is the same as
that used in the SCETG model, the dynamical description of the medium provides a consistent
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Fig. 10.11 RAA of charged particles in the 0–5% central Pb–Pb collisions at
√

sNN = 5.02 TeV [28] in
comparison to model predictions [448–451] (lower panel) and [452–455] (upper panel). The red boxes
around data points represent pT dependent systematic uncertainties. The normalization uncertainty of
the data (±3.9%) is not part of the uncertainties of the plotted data points.

treatment of both radiative and collisional energy loss, including a finite magnetic screening
mass, which modifies the gluon self energy and therefore changes the energy loss, as well as
a running coupling constant for the strongly-interacting medium. The two curves correspond
to different electric-to-magnetic screening mass ratios in the range 0.4 < µM/µE < 0.6.

The model of Bianchi et al. [452] uses the pQCD factorization scheme with a pQCD-based
radiative energy loss in a hydrodynamically expanding medium. In this framework, high pT
hadrons arise from fragmentation of hard partons, which lose energy prior to hadronization via
interactions with the medium. The amount of energy loss is regulated by the medium transport
coefficient q̂, which varies with the temperature-dependent entropy density of the medium as
well as with the energy scale of jets propagating in the medium.

The CUJET 3.0 model [453, 454] is an extension of the perturbative-QCD-based CUJET 2.0
model, with the two complementary non-perturbative features of the QCD cross-over transi-
tion: the suppression of quark and gluon degrees of freedom and the emergence of chromo-
magnetic monopoles. The calculations were performed varying the value of the QCD running
coupling αc from 0.95 to 1.33 for Q < Tc, and the ratio of electric to magnetic screening scales
cm = gµE/µM (cm = 0,0.3,0.4), where g is the QCD coupling constant. The value of αC was
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fixed for each cm value by fitting a single reference datum, RAA(pT = 12 GeV/c) ≈ 0.3, for
charged hadrons in 20–30% central Pb–Pb collisions at the LHC.

The calculations by Andrés et al. [455] use the jet quenching formalism of quenching
weights. This approach consists of fitting a K factor, defined as K ≡ q̂/2ε3/4, that quanti-
fies departure of this parameter from the perturbative estimate, q̂ideal ∼ 2ε3/4 [456], where the
local energy density ε is taken from a hydrodynamical model of the medium. The K factor
is the only free parameter in the fit of nuclear modification factors. Without including new
data at

√
sNN = 5.02 TeV in the fit procedure, they predict a ∼ 15% larger suppression at√

sNN = 5.02 TeV as compared to
√

sNN = 2.76 TeV, assuming the same value of K as the
one obtained from the fit to the data at the lower energy.

All models presented here describe the main features of the data. The models by Vitev et al.,
Djordjevic et al. and CUJET 3.0 give quantitatively good description of the data. The model
by Bianchi et al. is consistent with data within 1.5σ while that by Andrés et al. underestimates
the data at high pT. However, one should note that this comparison is made between unbinned
theory calculations and binned data in relatively large pT bins, which might introduce addi-
tional uncertainty.

10.5.3 Determination of q̂ in the QGP

The JET Collaboration has made attempt to determine the jet transport coefficient (q̂) within
five approaches to parton propagation and energy loss in dense matter produced in heavy-ion
collisions at RHIC and at the LHC [221]. The calculations are constrained by RAA measure-
ments for single inclusive hadrons by PHENIX [457, 458], ALICE [17] (presented above) and
CMS [383] experiments. The five different approaches to parton energy loss included: GLV-
CUJET [257, 459], HT-M [262, 263], HT -BW [260, 261], MARTINI [460] and McGill-AMY
[461]. A short characterization of the GLV, higher twist (HT-M, HT-BW) and AMY models
can be found in Sec. 3.3.1.

The evolution of bulk medium used in the study for parton propagation was based on 2+1D
[463] or 3+1D [464] viscous hydrodynamic models, which are also constrained by experimen-
tal data on bulk hadron spectra. The GLV-CUJET model uses a potential model for multiple
scattering in the medium in which the controlling parameters for energy loss are the strong
coupling constant, the Debye screening mass and the density of scattering centers. In the
higher twist (HT-M, HT-BW) approaches the jet transport coefficient is the only parameter
of parton energy loss and is extracted from the fit to the measured RAA. The MARTINI and
McGill-AMY models are based on hard-thermal-loop (HTL) resummed thermal field theory
in which the only adjustable parameter is the strong coupling constant.

Within each model, q̂ is a function of local temperature and jet energy which varies along jet
propagation path. The calculation were performed for extreme conditions for the most central
A–A collisions at an initial time τ0 = 0.6 fm/c, when hydrodynamic models are applied for the
bulk evolution. The initial temperature was set to T0 = 346–373 MeV and 447–486 MeV for
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Fig. 10.12 Values of scaled jet transport parameter q̂/T 3 from different jet quenching models, ex-
tracted for an initial light-quark jet with energy E = 10 GeV at the center of the most central A–A
collisions and at an initial time τ0 = 0.6 fm/c [221], using RAA measurements at RHIC [457, 458]
and at the LHC [17, 383]. The calculations are shifted along T axis for better visibility. The vertical
errors bars indicate uncertainties of the calculations. The dashed boxes indicate expected values at√

sNN = 0.063, 0.130 and 5.5 TeV, assuming the initial entropy is proportional to the charged particle
multiplicity density (dNch/dη). The triangle denotes the value of q̂N/T 3

eff in cold nuclear matter from
DIS experiments [462]. The result from NLO calculations for the strongly coupled plasma (SYM) are
indicated by the two arrows on the right axis.

Au–Au collisions at
√

sNN = 200 GeV at RHIC and Pb–Pb collisions at
√

sNN = 2.76 TeV at
the LHC, respectively. Values of scaled q̂ extracted for light-flavor quark jet of energy 10 GeV
are shown in Fig. 10.12, for the highest temperatures considered in the calculations.

Taking into account the variation of q̂ values between different models as theoretical un-
certainties, one can extract the range of values as constrained by the measured RAA of single
hadrons at RHIC and at the LHC, which results in

q̂
T 3 ≈

{
4.6±1.2 RHIC,
3.7±1.4 LHC,

(10.2)

at the highest temperatures reached in the most central A–A collisions. The corresponding
absolute values of q̂ amount to
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q̂≈

{
1.2±0.3 GeV2/fm T = 370 MeV
1.9±0.7 GeV2/fm T = 470 MeV,

(10.3)

at an initial time τ0 = 0.6 fm/c, and temperature ranges considered in the calculations. The
obtained values are close to the early estimates discussed in Ref. [231].

In Fig. 10.12, the value q̂N/Teff in cold nuclear matter extracted from jet quenching in
DIS experiments [462], is shown for comparison. The value of q̂N = 0.02 GeV2/fm and an
effective temperature of an ideal quark gas with 3 quarks within each nucleon at the nucleon
density in a large nucleus were used. The obtained value is an order of magnitude smaller than
that in A–A collisions.

The results obtained with pQCD based calculations can be also compared to estimates from
nonperturbative calculations using AdS/CFT correspondence (see Sec. 3.2.3 for more details).
The jet quenching in N = 4 supersymetric Yang-Mills (SYM) plasma at the strong coupling
limit can be calculated in leading order (LO) as [238]

q̂LO
SYM =

π3/2Γ(3/4)
Γ(5/4)

√
λT 3

SYM, (10.4)

where λ = g2
SYMNc is the ’t Hooft coupling, and Nc is the number of quark flavors. In order to

compare q̂LO
SYM to q̂ obtained with pQCD based models, one should take into account different

number of degrees of freedom for both theories. Since q̂ is proportional to the local entropy
density (gluon number density), it is possible to match the corresponding entropy density
to obtain 3T 3

SYM ≈ T 3. The NLO calculations [465] yields values q̂NLO
SYM/T 3 ≈ 2.27–3.64,

which are in agreement with the q̂ values, as indicated by the two arrows on the right axis of
Fig. 10.12.

The jet quenching coefficient has been also estimated, based on non-perturbative calcula-
tions on a lattice [466–468]. The calculations were performed for two light quarks, at two
different temperatures of 400 MeV and 2 GeV. It was found that the the non-perturbative soft
contributions to q̂ are large [468] and might play a dominant role in the parton energy loss
in the QGP. The q̂ obtained at lower temperature (accessible in A–A collisions at RHIC and
LHC), including all perturbative contributions, is about 6 GeV2/fm, with uncertainty of about
20%. It is larger as compared to results obtained with pQCD based models as well as with
AdS/CFT calculations.

The improvements to theoretical calculations of the jet transport parameter with both per-
turbative and non-perturbative approaches are required to reduce modeling uncertainties in jet
quenching studies within the wide energy and temperature range accessible at RHIC and at
the LHC.





Chapter 11
Measurement of Nuclear Modification Factors of
Identified Hadrons

The nuclear modification factors of charged pions, kaons and (anti)protons [23, 24, 27] and
D-mesons [394] obtained by author in p–Pb and Pb–Pb collisions are discussed in this chapter.
For completeness, the nuclear modification factors measured for D mesons in Pb–Pb collisions
at
√

sNN = 2.76 TeV [395, 396] and
√

sNN = 5.02 TeV [28], in extended pT range, are also
presented. The comparison with other measurements at RHIC and at the LHC, and with model
calculations is also discussed.

11.1 RpPb and RAA of π±, K± and p(p̄)

Figure 11.1 shows the RpPb of π±, K± and p(p̄) measured at mid-rapidity (−0.5 < y < 0)
in NSD p–Pb collisions at

√
sNN = 5.02 TeV [27]. The p–Pb and reference pp spectra used

for the RpPb determination are presented in Sec. 7.3 and Sec. 7.4, respectively. The RpPb for
identified hadrons are compared to that for inclusive charged particles (h±) [21] discussed
in Sec. 10.1. At high pT (> 10 GeV/c), all nuclear modification factors are consistent with
unity within statistical and systematic uncertainties. At intermediate pT (2–6 GeV/c), there
is a Cronin enhancement seen for the (anit)protons, which is ∼ 3 times larger than that for
charged particles, while for charged pions and kaons the enhancement is below that of charged
particles. The similar pattern was observed at RHIC, where the nuclear modification factor in
minimum-bias d–Au collisions amounts to RdAu = 1.24± 0.13 and 1.49± 0.17 in the range
2 < pT < 5 GeV/c for cha rged pions and (anti)protons, respectively [469].

The analysis of identified particle spectra (see Sec. 7.3) show a strong multiplicity depen-
dence of the proton-to-pion ratio for pT < 10 GeV/c, indicating that the modification of the
(anti)proton spectral shape going from pp to p–Pb collisions could play a dominant role in
the Cronin enhancement observed for inclusive charged particle RpPb and QpPb. However,
the study of nuclear modification factor of identified hadrons as a function of p–Pb collision
centrality are required to confirm such picture.

The nuclear modification factors of π±, K± and p(p̄) measured at mid-rapidity as a collision
centrality in Pb–Pb collisions at

√
sNN = 2.76 TeV are shown in Fig. 11.2 [24]. The resulting

145
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Fig. 11.1 RpPb as a function of pT for different particle species measured at mid-rapidity in NSD p–Pb
collisions at

√
sNN = 5.02 TeV [27]. Statistical and systematic uncertainties are plotted as vertical error

bars and boxes around the points, respectively. The total normalization uncertainty (pp and p–Pb) is
indicated by the black box at unity.

RAA are compared with the RAA determined for inclusive charged particles (h±) [17]. The
same suppression of π±, K± and p(p̄) is observed for pT > 10 GeV/c. The suppression at
high pT is centrality dependent, and is similar to that for inclusive particles. This suggests that
jet quenching does not affect significantly the particle composition (or fragmentation function)
at high pT. This observation is confirmed by the measurements of fragmentation functions for
jets in pp and Pb–Pb collisions by CMS experiment [217, 470], which shows no modification
of FFs in Pb–Pb as compared to FFs in pp, for jets with charged tracks with pT > 3 GeV/c.
In contrast, ATLAS experiment has recently reported about a small modification (up to 20%)
of FFs in Pb–Pb [215]. Therefore, further studies are required to resolve this issue.

The similarity of RAA at high pT implies that the particle ratios are also the same in pp
and Pb–Pb collisions, as shown in Fig 7.6. Since the particle ratios are almost independent of
pT in this momentum range, the integrated particle ratios for pT > 10 GeV/c were used to
elucidate the precision with which the suppression of charged pions, kaons and (anti)protons
is similar. The resulting particle ratios were found to be the same within≈ 10% for kaons and
pions, and within ≈ 20% for protons and pions.

In Fig. 11.3, the RAA for charged pions is compared to RAA of neutral pions measured by
PHENIX [458] at RHIC. The ALICE results are systematically below the PHENIX values for
pT < 10 GeV/c and are consistent within systematic uncertainties at higher pT. Based on a
simple model of jet quenching [471], it was found that the energy loss is ≈ 40% larger at the
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Fig. 11.2 RAA as a function of pT for different particle species measured at mid-rapidity (−0.5 < y <
0) in Pb–Pb collisions at

√
sNN = 2.76 TeV, for six centrality intervals [24]. Statistical and systematic

uncertainties are plotted as vertical error bars and boxes around the points, respectively. The total
normalization uncertainty (pp and Pb–Pb) is indicated by the black boxes at unity.

LHC than at the RHIC at pT = 10 GeV/c in all centrality classes; it scales as
√

dNch/dη for
a fixed initial geometry.

At high pT, it seems that the medium influence on a jet (hard core of the jet) as a whole
rather than directly on its constituents, as discussed in Ref. [472]. Thus, a sizable fraction of
the jets is unresolved by the medium, losing energy as a single parton without modifications
of their intra-jet structure.

At intermediate pT (2–6 GeV/c), the RAA show maximum which magnitude depends on
centrality and hadron species. In this region, more theoretical studies are needed to determine,
whether models containing only hydrodynamics and jet quenching (e.g. [319]) can provide a
good description or if additional processes such as recombination are needed. Since the initial
geometry of the collision directly affects both the flow and the energy loss, the centrality de-
pendence of RAA is important for constraining both the low-pT hydrodynamics (see Sec. 5.2)
and the high-pT jet quenching in the calculations.
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Fig. 11.3 RAA as a function of pT for charged pions measured at mid-rapidity (−0.5 < y < 0) in Pb–
Pb collisions at

√
sNN = 2.76 TeV for six centrality intervals [24], compared with PHENIX results for

neutral pions [458]. Statistical and systematic uncertainties are plotted as vertical error bars and boxes
around the points, respectively.

11.2 RpPb and QpPb of D0 (D̄0), D±, D∗± and D±s Mesons

In this section, the measurement of nuclear modification factors RpPb and QpPb of prompt D0,
D+, D∗+ and D+

s (and their antiparticles) in p–Pb collisions at
√

sNN = 5.02 TeV [392, 393]
is presented. The reference pp spectra at

√
s = 5.02 TeV used for the determination of nuclear

modification factors of D mesons, were obtained based on the pQCD scaling of the pT spectra
measured at

√
s= 7 TeV [391]. The scaling factor for each D-meson spectrum was determined

as the ratio of the pT-differential cross sections from the FONLL calculations at
√

s = 5.02
and 7 TeV (see Ref. [405] for more details).

The RpPb of prompt D0, D+, D∗+ and D+
s mesons measured at mid-rapidity in NSD p–Pb

collisions are shown in Fig. 11.4 [392]. They are compatible with unity within the uncer-
tainties in the measured pT range. It shows that D-meson production in p–Pb collisions is
consistent with the binary collision scaling of the production in pp collisions. Moreover, the
RpPb of D+

s is compatible with that of non-strange D mesons.
Figure 11.5 shows the average RpPb of D0, D+, D∗+ [392] in comparison to model predic-

tions. The average was calculated using the relative statistical uncertainties as weights, while
the systematic uncertainties on the average was calculated by propagating the uncertainties
through the weighted average, where the contributions from tracking efficiency, B feed-down
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Fig. 11.4 RpPb as a function of pT for prompt D0, D+, D∗+ and D+
s mesons in p–Pb collisions at√
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correction, and scaling of the pp reference were taken as fully correlated among the three
species. The model predictions include the NLO pQCD calculations (MNR [473]) of D me-
son production, with EPS09 [474] nuclear modification of CTEQ6M PDFs [204], the Color
Glass Condensate (CGC) based model (Fujii-Watanabe [475]), and the model by Vitev et. al.
[476] including cold-nuclear-matter energy loss, nuclear shadowing and kT broadening. All
models give reasonable good description of the data. The present uncertainties of the mea-
surement do not allow yet to differentiate between models.

The average D0, D+, D∗+ nuclear modification factors in different centrality classes ob-
tained with the ZNA estimator, and applying the hybrid method to obtain 〈TpPb〉 for each
centrality class (see Sec. 2.5.2 for details), are shown in Fig. 11.6 (left). The average QpPb
are consistent with unity within the uncertainties for all centrality classes in the measured pT
interval. Thus, the D-meson QpPb results are consistent with binary collision scaling of the
reference spectra in pp collisions, independent of the collision centrality.

The average D-meson QpPb as a function of centrality obtained with the three estimators
CL1, V0A and ZNA (see Sec. 2.5.2 for details) in the pT interval 8 < pT < 12 GeV/c, are
compared to QpPb of charged particles with pT > 10 GeV/c [22], which are presented in
Sec. 10.2. In this transverse momentum region the production of charged hadrons is expected
to scale with the number of binary nucleon-nucleon collisions. The QpPb determined for D
mesons and charged hadrons at high pT show a similar trends as a function of centrality and
centrality estimator. As expected CL1 and V0A estimators introduce a strong bias on the
pT spectra and QpPb deviates from unity in central and peripheral collisions. The QpPb of
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Fig. 11.5 Average RpPb of prompt D0, D+, D∗+ mesons as a function of pT [392] compared to model
calculations: pQCD NLO (MNR) [473], CGC (Fujii-Watanabe) [475] and Vitev et al. [476]. Statistical
(bars), systematic (empty boxes), and normalization (full box) uncertainties are shown.

D mesons and charged particles are consistent with unity for all centrality classes determined
based on hybrid method (Nmult

coll ) with ZNA centrality estimator to determine 〈TpPb〉. This result
allow for extending the studies of nuclear modification factors in p–Pb collisions as a function
of centrality into the charm sector and down to low pT.

11.3 RAA of D0 (D̄0), D± and D∗± Mesons

The nuclear modification factors for prompt D0, D+, D∗+ mesons (and their antiparticles)
measured at mid-rapidity in central (0–20%) and semi-peripheral (40–80%) Pb–Pb collisions
at
√

sNN = 2.76 TeV [394], are shown in Fig. 11.7. This measurement was performed for the
first time in heavy-ion collisions. The input Pb–Pb and pp reference spectrum are presented
in Sec. 8.2. The results for the three D meson species are in agreement within uncertainties
and they show a suppression, reaching a factor 3–4 (RAA ≈ 0.25–0.3) in central collisions
for pT > 5 GeV/c. The suppression of D0 decreases with smaller pT. For semi-peripheral
collisions, the suppression is weaker and RAA amounts to 0.6–0.7.

The centrality dependence of the nuclear modification factor has been also studied in the
two pT intervals, 2 < pT < 5 GeV/c, for D0, and 6 < pT < 12 GeV/c, for the three D mesons.
The analysis was performed in five centrality classes from 0–10% to 60–80%, following the
procedure described in Chap. 8. The resulting RAA as a function of 〈Npart〉 are shown in
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Fig. 11.8 for D0 meson (left) and D0, D+ and D∗+ mesons (right). The contribution to the
systematic uncertainty that is fully correlated between centrality classes (normalization and pp
reference spectrum) and the remaining (uncorrelated) systematic uncertainties are displayed
separately, by the filled and empty boxes, respectively. The suppression of D0 at intermediate
pT increases with collision centrality from RAA ≈ 0.6 in peripheral (60–80%) to RAA ≈ 0.3 in
central (0–10%) collisions. For 6< pT < 12 GeV/c, the suppression increases with increasing
collision centrality in similar way for all D mesons, reaching RAA ≈ 0.2 for the most central
collisions.

The measurement of nuclear modification factors of D mesons in Pb–Pb collisions at√
sNN = 2.76 TeV has been extended by including high statistics Pb–Pb data collected by

ALICE in 2011 [395, 396]. The pp reference for RAA determination was obtained based on
different methods, depending on the pT range:

• in the range 2 < pT < 16(24) GeV/c for D0 (D+ and D∗+), the spectrum at
√

s = 7 TeV
[391] was scaled to

√
s = 2.76 TeV based on FONLL calculations [477];

• in the range 1< pT < 2 GeV/c for D0, an average of the aforementioned scaled pT spectrum
at
√

s = 7 TeV and of the measurement at
√

s = 2.76 TeV [390];
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• in the range 16(24) < pT < 24(36) GeV/c for D0 (D+ and D∗+), where D meson spectra
were not measured in pp collisions, the FONLL pT spectrum at

√
s = 2.76 TeV [477] was

used as a reference, after rescaling it to match central value of the data at lower pT.

The resulting RAA as a function of pT is shown in Fig. 11.9 for the 0–10% (left) and 30–50%
(right) central Pb–Pb collisions [396]. For the 0–10% central collisions, D meson spectra are
most suppressed at around 10 GeV/c, by a factor of 5–6 with respect to the binary-scaled
pp reference. The suppression decreases with decreasing pT, and is about factor of 3 for
3 < pT < 4 GeV/c. For pT > 10 GeV/c, the suppression seems to decrease with increasing
pT, but the large uncertainties does not allow to determine the trend. For 30–50% centrality
class, the suppression is smaller than in the 0–10% centrality class, reaching about a factor of
3 at pT = 10 GeV/c.

Figure 11.10 shows the RAA as a function of centrality for D0 (D+ and D∗+) in the pT
intervals 5 < pT < 8 GeV/c (left) and 8 < pT < 16 GeV/c (right) [395]. The suppression
increases with centrality and reaches a factor of 5–6 in the most central collisions for both pT
intervals.

ALICE has recently reported the measurement of prompt D0, D+, D∗+ and D+
s mesons in

Pb–Pb collisions at
√

sNN = 5.02 TeV, in the centrality classes 0–10%, 30–50% and 60–80%
[478]. The RAA of D0, D+, D∗+ mesons is shown in Fig. 11.11 (left panels), from central (top)
to peripheral (bottom) collisions. The same suppression is observed for the three D-meson
spectra in the measured pT range. The obtained RAA at

√
sNN = 5.02 TeV is compatible with
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Fig. 11.10 Centrality dependence of RAA for prompt D0, D+, D∗+ mesons [395] in the pT intervals
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for better visibility.

that measured at lower collision energy of
√

sNN = 2.76 TeV (Fig. 11.9), which can indicate
that a parton energy loss is larger at higher

√
sNN, as reported for the charged particles.

The average RAA of D0, D+, D∗+ mesons, shown in Fig. 11.11 (right pannels), was com-
puted using the inverse of the squared relative statistical uncertainties as weights. The sys-
tematic uncertainties were propagated through the averaging procedure, discussed in detail
in Ref. [478]. The average nuclear modification factors in the 0–10% and 30–50% centrality
classes show the largest suppression in the range 6 < pT < 7 GeV/c, with RAA ≈ 0.2 and
0.4, respectively. The suppression is smaller with decreasing pT for pT < 6 GeV/c. For pT
larger than 7 GeV/c, the suppression weakly decreases with pT to ≈ 0.4 and 0.5 for 0–10%
and 30–50% central collisions, for the largest pT. The average RAA in the 60–80% central-
ity class shows a suppression by about 20–30%, without a pronounced pT dependence. For
comparison, the RAA of prompt D+

s is shown for all centrality classes. The two measurements
are compatible within one standard deviation of the combined uncertainties but there is a hint
that the D+

s RAA values are larger than that for D mesons without strangeness content. In the
future, more precise measurements based on larger statistics data, which are planned at the
LHC, should resolve this issue.

The suppression of D-meson production at high pT with respect to binary nucleon-nucleon
scaling, which is observed in Pb–Pb collisions at

√
sNN = 2.76 and 5.02 TeV, is due to interac-

tions of the charm quarks with the dense medium formed in the final-state of Pb–Pb collisions.
This is confirmed by the nuclear modification factor measurements in NSD p–Pb collisions at
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Fig. 11.11 RAA of prompt D0, D+, D∗+ mesons (left panels) and of prompt D+
s mesons compared
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80% centrality classes [478]. Statistical (bars), systematic (empty boxes), and normalization (shaded
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√

sNN = 5.02 TeV [392, 393], showing that D-meson RpPb and QpPb are consistent with unity
in the transverse momentum range 1 < pT < 24 GeV/c (see Fig. 11.4 and Fig. 11.6).
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The average D-meson RAA measured in 0–10% central Pb–Pb collisions at
√

sNN =
2.76 TeV [396] is compared to the D0 RAA measured by STAR experiment at RHIC in 0–
10% central Au–Au collisions at

√
sNN = 200 GeV [479]. The D-meson RAA measured at the

two energies are compatible within uncertainties for pT > 2 GeV/c. At lower pT, the RAA
measured by STAR shows a maximum, which can be described by the models including par-
ton energy loss, collective radial flow and the contribution of the recombination mechanism to
charm-quark hadronization [300]. The RAA measured by ALICE does not show a maximum,
but precision of the measurement at this pT region do not allow yet for a firm conclusion. A
different pattern can be related to different initial-state effects related to modification of par-
ton distribution functions [198] (see also Sec 3.1.1 for more details), which might lead to a
stronger suppression of the heavy-flavor hadron production at low pT with increasing

√
sNN,

because of the smaller values of Bjorken-x probed. In addition, the Cronin effect is known to
be more pronounced at lower

√
sNN. In the final state, the parton energy loss and collective ex-
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pansion might affect the pT distribution of charmed hadrons. The interactions of charm quarks
with the medium constituents are expected to change momentum of low-pT charm quarks and
they can take part in collective radial flow of the medium. This effect could be enhanced by
hadronisation via recombination (or regeneration), which is predicted in some models to con-
tribute significantly to hadron formation at low and intermediate pT (see Refs. [222, 480] for
more details).

11.4 RAA of D Mesons vs. Models

Figures 11.13 and 11.14 show D-meson RAA in the 0–10% central collisions measured by
ALICE at

√
sNN = 2.76 and 5.02 TeV [396, 478]. For a comprehensive model description

and comparison see Refs. [222, 480].The interaction of heavy quarks with the medium con-
stituents is computed considering radiative and collisional processes in the calculations indi-
cated as Djordjevic [481], CUJET 3.0 [453, 454], WHDG [247, 444] and MC@sHQ+EPOS
[482]. Only collisional energy loss is considered in TAMU elastic [483] and PHSD [484]
models. For the Vitev model [476] two options with and without in-medium dissociation of
heavy-flavor hadrons are considered. The SCET model [485] implements medium-induced
gluon radiation via modified splitting functions with finite quark masses. The medium expan-
sion is described using an underlying hydrodynamical model for most of the models except
Djordjevic, WHDG and Vitev models, which do not include radial expansion.

The initial heavy-quark pT distributions are based on NLO or FONLL perturbative QCD
calculations in all model calculations. All models, with the exception of CUJET 3.0 include a
nuclear modification of the parton distribution functions. The EPS09 NLO parameterization
of the parton distribution functions is included in MC@sHQ+EPOS and TAMU elastic and
PHSD models. The two latter models also include scattering of D mesons in the hadronic
phase.

For the RAA measured at
√

sNN = 2.76 TeV, the pQCD-based models (Fig. 11.13, left)
give relatively good description at high pT (> 5 GeV/c). The Vitev model shows a better
agreement at lower pT when including the D-meson in-medium dissociation mechanism. The
TAMU elastic and MC@sHQ+EPOS calculations of the nuclear medication factor, with and
without including the EPS09 shadowing parameterization are shown in Fig, 11.13 (right).
For pT > 7 GeV/c, TAMU elastic model does not describe data, indicating that the radiative
energy loss plays an important role at high pT. For both models the inclusion of shadowing
reduces the RAA by up to 30–40% for pT < 5 GeV/c, resulting in a better description of the
data.

The pQCD-based calculations are in agreement with the RAA measurements at
√

sNN =
5.02 TeV, as shown Fig. 11.14 (left). It indicates that the radiative energy loss is the dominant
interaction mechanism in the pT range used for comparison. In Fig. 11.14 (right) the non-
strange and strange D-meson RAA is compared with PHSD and TAMU transport models. An
increase in D+

s RAA seen for pT < 5 GeV/c with respect to non-strange D mesons is described



158 11 Measurement of Nuclear Modification Factors of Identified Hadrons

) c (GeV/
T

p 
0 5 10 15 20 25 30 35 40

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4
ALICE

 = 2.76 TeV
NN

s0­10% Pb­Pb, 

|<0.5y |
+

, D*
+

, D
0

Average D

­extrap. reference
T

pwith pp 

Djordjevic

WHDG rad+coll

Vitev, Rad+dissoc

Vitev, Rad

CUJET3.0

) c (GeV/
T

p 
0 2 4 6 8 10 12 14 16

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4
ALICE

 = 2.76 TeV
NN

s0­10% Pb­Pb, 

|<0.5y |
+

, D*
+

, D
0

Average D

TAMU elastic, EPS09 shadowing

TAMU elastic, no shadowing

MC@sHQ+EPOS, EPS09 shadowing

MC@sHQ+EPOS, no shadowing

TAMU elastic, EPS09 shadowing

TAMU elastic, no shadowing

MC@sHQ+EPOS, EPS09 shadowing

MC@sHQ+EPOS, no shadowing

Fig. 11.13 Average RAA of D0, D+ and D∗+ mesons [396] compared with pQCD model calculations
Djordjevic [481], CUJET3.0 [453, 454], WHDG [247, 444], Vitev [476] (left), and transport models
TAMU elastic [483], MC@sHQ+EPOS [482] (right). Some of the model calculations are shown by
two lines to represent their uncertainties or different componens.

5 10 15 20 25 30 35 40 45 50
) c (GeV/

T
p 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

A
A

R 

ALICE 
 = 5.02 TeVNNs0­10% Pb­Pb, 

|<0.5y|

Filled markers: pp rescaled reference

­extrapolated reference
T

pOpen markers: pp 

+
, D*

+
, D

0
Average D

Djordjevic

CUJET3.0

 g=1.9­2.0
M,G

SCET

0 5 10 15 20 25 30 35 40 45 50
) c (GeV/

T
p 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

A
A

R 

ALICE 
 = 5.02 TeVNNs0­10% Pb­Pb, 

|<0.5y|

Filled markers: pp rescaled reference

­extrapolated reference
T

pOpen markers: pp 

+
, D*

+
, D

0
Average D

+
sD

+
, D*

+
, D

0
PHSD, Average D

+

s
PHSD, D

+
, D*

+
, D

0
TAMU, Average D

+

s
TAMU, D

Fig. 11.14 Average RAA of D0, D+ and D∗+ mesons [478] compared with pQCD model calcula-
tions CUJET3.0 [454], Djordjevic [450] and SCET [485] (left), and transport models PHSD [484]
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by the TAMU model. This increase is induced by hadronization via quark recombination in
the QGP and by different interaction cross sections for D+

s and non-strange D mesons in
the hadronic phase of the system evolution. The TAMU model predicts a sizable difference
of about 30% up to about pT = 8 GeV/c, which is similar to that shown by the data. Both
models fail to describe data at high pT, for pT > 15 GeV/c.

In order to judge about the quality of model calculations, the simultaneous comparison of
RAA and elliptic flow v2 measured at

√
sNN = 2.76 and 5.02 TeV [363, 364] with the various

models was performed in Refs. [222, 478, 480]. Presently, all of the considered models fail
to describe simultaneously RAA and v2 of D mesons. Therefore, the measurements provide
significant constraints for the understanding of the interaction of charm quarks with the high-
density QCD medium, especially at low and intermediate pT, where the RAA is the result of a
more complex interplay among several effects.

11.5 Comparison of RAA for Light- and Heavy-flavor Hadrons

As discussed in Sec 3.2, the color-factor and quark-mass dependence of parton energy loss
can be tested by comparing nuclear modification factors of light- and heavy-flavor hadrons.
Figure 11.15 (left) shows the comparison of D-meson RAA with charged-pion and charged-
particle RAA measured by ALICE in 0–10% central Pb–Pb collisions at

√
sNN = 2.76 TeV [17,

23, 396]. The comparison to RAA of pions is performed in the range 1 < pT < 20 GeV/c,
while the RAA of charged particles in the range 16 < pT < 40 GeV/c. The charged-particle
RAA is shown in order to extend the comparison in pT, in which the D-meson RAA was mea-
sured. This is justified because the light-flavor hadron suppression at high pT is independent
of particle species, as shown in Fig. 11.2. The RAA of D mesons and light-favor hadrons are
in agreement for pT > 6 GeV/c. At lower pT, the RAA of D mesons tends to be higher than
that of pions. It is estimated that RD

AA > Rπ
AA at low pT with a significance of 1σ , taking

into account current systematic uncertainties. However, a direct interpretation of this possible
difference is not straightforward due to unknown pT spectrum of light and charm quarks pro-
duced in hard interactions. In addition, the pion spectrum at low pT has contribution from soft
processes, which do not scale with the number of binary nucleon-nucleon collisions. Finally,
the cold nuclear matter effects, radial flow and hadron production via recombination might
affect pT spectra of pions and D mesons in different way, introducing additional difficulty in
quantitative RAA comparison.

Figure 11.15 (right) shows comparison of D meson RAA measured in 0–10% central Pb–Pb
collisions with the RAA of non-prompt J/ψ (arising from B meson decays) in 0–50% central-
ity class by ALICE [486] and in 0–20% centrality class by CMS [403]. A clear suppression
of non-prompt J/ψ production is observed at intermediate and high pT, with RAA ≈ 0.4. This
suppression is weaker as compared to suppression of D meson production, which might indi-
cate that there is indeed quark-mass dependence of in-medium energy loss. However, better
precision data are required to draw a stronger conclusion. While comparing the RAA of D



160 11 Measurement of Nuclear Modification Factors of Identified Hadrons

) c (GeV/
T

p 
0 5 10 15 20 25 30 35 40

A
A

R 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

|<0.5y, |
+

, D*
+

, D
0

Average D

­extrapolated reference
T

pwith pp 

|<0.8ηCharged particles, |

|<0.8ηCharged pions, |

ALICE
 = 2.76 TeV

NN
s0­10% Pb­Pb, 

)c (GeV/
T

p
0 5 10 15 20 25 30 35 40

A
A

R

0

0.2

0.4

0.6

0.8

1

1.2

1.4
=2.76 TeVNNsPb­Pb, 

|<2.4,  0­20%y,  |ψCMS,  non­prompt J/
|<0.8,  0­50%y,  |ψALICE,  non­prompt J/

|<0.5,  0­10%yALICE,  prompt D mesons,  |
­extrapolated pp reference

T
pwith 

Fig. 11.15 Left: Average D-meson RAA [396] compared to RAA of charged pions [23] and charged
particles [17]. Right: Non-prompt J/ψ RAA from ALICE [486] at low pT in the 0–50% centrality class
and from CMS [403] at high pT in the 0–20% centrality class, are compared to the prompt D-meson
RAA from ALICE [396]. The pT-dependent systematic uncertainties are shown (both figures) as boxes
around data points while the normalization uncertainties are depicted as boxes at RAA = 1.

mesons and non-prompt J/ψ , one should note that the pT of J/ψ is shifted to the lower mo-
menta with respect to that of the parent B meson, due to the decay kinematics. The average pT
of the non-prompt J/ψ measured by CMS is about 10 GeV/c, which translates into an average
B-meson pT of 13 GeV/c, as estimated based on simulations of b-hadron decays [403].

Figure 11.16 shows the average RAA of D0, D+ and D∗+ mesons as a function of cen-
trality, for the two pT intervals, 5 < pT < 8 GeV/c (left) and in 8 < pT < 16 GeV/c (right)
[395], compared with the RAA of charged pions [23] in the same pT intervals, and of non-
prompt J/ψ mesons measured by CMS for 6.5 < pT < 30 GeV/c [403]. The pT interval
8–16 GeV/c was chosen for comparison to have overlap with the pT of B mesons decaying
to J/ψ mesons with 6.5 < pT < 30 GeV/c. It was estimated based on FONLL simulations
that about 70% of B mesons have momenta in the range 8–16 GeV/c, with median of about
11.3 GeV/c. For D mesons, the median is about 10 GeV/c in the considered pT interval (see
Ref. [395] for more details). The nuclear modification factors of charged pions and D mesons
are compatible within uncertainties in all centrality classes for the two pT intervals, as shown
in Fig. 11.16 (left). The RAA of D mesons in the pT interval 8–16 GeV/c (Fig. 11.16, right)
in the 0–10% and 10–20% central collisions is lower than that for non-prompt J/ψ mesons
in 0–20% centrality interval, with significance of 3σ taking into account the statistical and
systematic uncertainties.
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Fig. 11.16 Comparison of the average D meson RAA [395] to the RAA of charged pions [23] in
5 < pT < 8 GeV/c (left) and in 8 < pT < 16 GeV/c (right). The right figure also includes the RAA of
non-prompt J/ψ mesons in 6.5 < pT < 30 GeV/c measured by CMS [403]. The centrality-dependent
systematic uncertainties are shown by boxes on the individual data points. The filled (empty) boxes
represent the systematic uncertainties that are correlated (uncorrelated) among centrality intervals.

In Fig. 11.17, the RAA for D mesons (average D0, D+ and D∗+) [395] and charged pi-
ons [23] in the interval 8 < pT < 16 GeV/c, and non-prompt J/ψ mesons in the interval
6.5 < pT < 30 GeV/c measured by CMS [403], are compared with the calculations by Djord-
jevic et al. [481]. This model implements energy loss for gluons, light and heavy quarks,
including both radiative and collisional processes, as discussed in the previous section. The
calculations closely describes the difference between D meson and charged pion RAA over the
entire centrality range, as shown in the left panel. In this calculations, the color-charge depen-
dence of parton energy loss introduces a sizeable difference in the suppression of the gluon and
c quark production. However, the combination of the different suppression and fragmentation
patterns of gluons with respect to those of c quarks can lead to similar nuclear modification
factors (see Ref. [487] for more details). As shown in the right panel, this calculation results
in a larger suppression of D mesons with respect to non-prompt J/ψ , in qualitative agreement
with the J/ψ data for the central collisions. In order to study the origin of this large difference
in the calculation, the result for a test case with the energy loss of b quarks calculated using
the c quark mass was considered [480]. Using this calculation, the non-prompt J/ψ RAA was
found to be close to that of D mesons, indicating that the largest difference between RAA of D
meson and non-prompt J/ψ originates from the quark mass dependence of the parton energy
loss.
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Fig. 11.17 Comparison of the RAA measurements for D mesons [395], charged pions [23] by ALICE
and non-prompt J/ψ mesons by CMS [403] with the calculations by Djordjevic et al. [481]. Lines
of the same style enclose a band representing the theoretical uncertainty. Left: D mesons and charged
pions in 8 < pT < 16 GeV/c. Right: D mesons in 8 < pT < 16 GeV/c and non-prompt J/ψ mesons in
6.5 < pT < 30 GeV/c. For the latter, the model results for the case in which the b quark energy loss is
calculated using the c quark mass are shown as well [480].

ALICE has recently measured D-meson nuclear modification factors in Pb–Pb collisions at√
sNN = 5.02 TeV [28]. The comparison of the RAA of prompt D mesons with that of charged

particles measured in the same pT intervals in Pb–Pb collisions at
√

sNN = 5.02 TeV, is shown
in Fig 11.18 [28]. The measurements are shown for the 0–10% (left), 30-50% (middle) and
60–80% (right) centrality classes. The ratio of the nuclear modification factors is displayed in
the bottom panels, for the three centrality classes. In central collisions, the RAA of D mesons
and charged particles differ by more than 2σ of the combined statistical and systematic un-
certainties in all pT bins for 3 < pT < 8 GeV/c. In semi-central collisions, the difference is
less than 2σ in the same pT range. The measurements for D mesons and charged pions are
compatible for pT > 10 GeV/c in central and semi-central collisions. In peripheral collisions,
the measurements are compatible in the whole pT range. A similar suppression of D0 mesons
in 0–10% collisions has been also reported by the CMS Collaboration [488].

The interpretation of the difference in pT < 8 GeV/c observed in central and semi-central
collisions is problematic, because several effects can influence on the shape of the RAA. The
mentioned initial-state effects, different suppression and fragmentation patterns of gluons with
respect to those of c quarks, soft production processes, radial flow and hadronization via re-
combination could affect D-meson and light-hadron yields differently at a given pT. In or-
der to resolve the issue of the color-charge and mass dependence of energy loss in the QGP
more theoretical studies and more precise measurements of charm and beauty production are



11.5 Comparison of RAA for Light- and Heavy-flavor Hadrons 163

5 10 15 20 25 30 35

)c (GeV/
T

p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

A
A

R

80%−60

5 10 15 20 25 30 35

)c (GeV/
T

p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

A
A

R

50%−30

| < 0.5y, |
*+

, D
+

, D
0

  Average D

| < 0.8η  Charged particles, |

arXiv:1802.09145

| < 0.5y, |
*+

, D
+

, D
0

  Average D

| < 0.8η  Charged particles, |

arXiv:1802.09145

10 20 30 40 50
)c (GeV/

T
p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
A

A
R ALICE

 = 5.02 TeV
NN

sPb­Pb, 

10%−0

5 10 15 20 25 30 35

)c (GeV/
T

p

0

0.5

1

1.5

2

2.5

3

h A
A

R/
D A

A
R

5 10 15 20 25 30 35

)c (GeV/
T

p

0

0.5

1

1.5

2

2.5

3

h A
A

R/
D A

A
R

10 20 30 40 50

)c (GeV/
T

p

0

0.5

1

1.5

2

2.5

3

h A
A

R/
D A

A
R

Fig. 11.18 Average RAA of prompt D0, D+, D∗+) mesons in the 0–10% (left), 30–50% (middle) and
60–80% (right) centrality classes at

√
sNN = 5.02 TeV [478] compared to the RAA of charged particles

in the same centrality classes [28]. The ratios of the RAA are shown in the bottom panels. Statistical
(bars), systematic (empty boxes), and normalization (shaded boxes at unity) uncertainties are shown.

required. However, the presented measurements already provide significant constraints for
model calculations of interactions of gluons and quarks with the high-density QCD medium.





Chapter 12
Measurement of Nuclear Modification Factors of Jets

The nuclear modification factors of charged jets [19, 26] in p–Pb and Pb–Pb collisions ob-
tained by author are presented in this chapter. For comparison, the RAA of full jets [248]
is also shown. The comparison with measurements from other LHC experiments and model
calculations is also discussed.

12.1 RpPb of Charged Jets

Figure 12.1 shows the nuclear modification factor RpPb of charged jets measured with R = 0.2
(left) and R = 0.4 (right) in p–Pb collisions at

√
sNN = 5.02 TeV [26]. The pp reference at√

s = 5.02 TeV for RpPb determination was based on the scaling of the charged jet spectrum
measured by ALICE in pp collisions at

√
s = 7 TeV [406]. The scaling factors were deter-

mined based on the NLO pQCD calculations (POWEG + PYTHIA8) at the two energies, as
discussed in Ref. [26]. The RpPb is consistent with unity in the measured pT range, indicating
the absence of a large modification of the initial parton distributions or a strong final state
effect on jet production. This is in agreement with results on the jet production in p–Pb col-
lisions reported by ATLAS [489] and CMS [490] experiments. It was als estimated, based
on the POWHEG+PYTHIA8 simulations [26], that the presented RpPb for charged jets and
charged particles [21] probes roughly the same parton pT. Therefore, the results on high pT
charged particle production, which show RpPb consistent with unity for pT up to 50 GeV/c,
are confirmed by the charged jet measurements. Since the jet measurements integrate the fi-
nal state particles, they have a smaller sensitivity to the fragmentation pattern of partons than
single particles. It also confirms that the hard part of fragmentation function is unaffected by
the medium formed in p–Pb collisions.

165
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Fig. 12.1 Nuclear modification factors RpPb of charged jets measured with the two different resolution
parapeters R = 0.2 (left) and R = 0.4 (right) [26]. The combined global normalization uncertainty
from 〈TpPb〉, the correction to NSD events, the measured pp cross section, and the reference scaling is
depicted by the box around unity.

12.2 RCP and RAA of Charged and Full Jets

The jet suppression factor RCP (defined in Sec. 3.4) is shown in Fig. 12.2 [19] for charged
jets with R = 0.2 (left panels) and R = 0.3 (right panels) using peripheral centrality class
(50–80%) as the reference. A strong jet suppression, 0.3 < RCP < 0.5, is observed for 0–10%
central collisions (top panels), while the suppression is reduced for more peripheral collisions
to RCP ≈ 0.8 for 30–50% central collisions (bottom panels). A weak decrease of suppression
is observed at low jet pT and it is almost constant above 50 GeV/c. The RCP does not change
significantly with the resolution parameter R for the range studied.

Figure 12.3 shows the RCP as a function of collision centrality, expressed by the number
of participating nucleons 〈Npart〉, for jets with 60 < pT,ch jet < 70 GeV/c and with resolution
parameters R = 0.2 (left) and R = 0.3 (right) [19]. A decreasing trend of the RCP as a function
of 〈Npart〉 is observed for unbiased (all) jets as well as for biased jets with a high pT track
selection. It indicates that the suppression is independent of the jet fragmentation pattern.

The first measurements of jets in heavy-ion collisions at the LHC showed a large energy
imbalance for jet pairs [138, 491, 492], indicating that a significant fraction of recoil jet mo-
mentum is transported out of the jet cone due to interactions with the medium. The large sup-
pression of charged jets with R = 0.2 and R = 0.3 also indicates that the momentum transport
to large angles is an important effect. It can be further explore by comparing RCP measured
for single charged hadrons [17, 383] and jets [493] measured at the LHC, as shown in Fig-
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Fig. 12.2 Nuclear modification factor RCP for charged jets with a leading charged particle with
pleading track

T > 5 GeV/c, with R = 0.2 (left panels) and R = 0.3 (right panels) and different central-
ity selections [19]. The correlated (shape) and uncorrelated uncertainties are depicted by filled and
empty boxes around data points. The 〈TAA〉 related uncertainties are indicated by boxes at unity.

ure 12.4 [19]. It can be seen that, the RCP for jets is similar to that observed for single hadrons
over a broad momentum range. It was verified based on PYTHIA simulations that the jets and
the charged hadrons probe similar parton pT. The estimated scaling factors for the measured
pT of charged jets and hadrons amount to approximately 1.4 and 2.9, respectively. The ob-
tained results suggest that the jet momentum is redistributed to angles larger than R = 0.3 due
to interaction with the medium.

ALICE has also measured RAA of full jets reconstructed using the anti-kT jet algorithm with
a resolution parameter of R = 0.2 from charged and neutral particles [248], utilizing the AL-
ICE tracking detectors and Electromagnetic Calorimeter (EMCal). Reconstructed jets were
required to contain a leading charged particle with pT > 5 GeV/c to suppress jets constructed
from the combinatorial background in Pb–Pb collisions. The jet spectrum in pp collisions (pp
reference) was measured in the same way as reported in Ref. [496], with additional require-
ment of leading track with pT > 5 GeV/c. It was checked that the leading track selection
applied to jet spectra both in pp and Pb–Pb collisions had a negligible effect on the RAA. Fig-
ure 12.5 shows the resulting RAA for jets reconstructed in 0–10% (left) and 10–30% (right)
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Fig. 12.5 RAA for R = 0.2 jets with the leading track requirement of 5 GeV/c in 0–10% (left)
and 10–30% (right) central Pb–Pb collisions [248] compared to calculations from YaJEM [494] and
JEWEL [495]. The boxes at RAA = 1 represent the systematic uncertainty on TAA.

central Pb–Pb collisions at
√

sNN = 2.76 TeV [248]. The RAA shows that the jets in the mea-
sured pT range are strongly suppressed. The average RAA was found to have negligible pT
dependence, and amounts to around 0.3 and 0.4 for the 0–10% and 10–30% centrality classes,
respectively. These results qualitatively agree with the suppression of charged jets [19]. The
data are also compared to calculations from YaJEM [494] and JEWEL [495] models (see
Sec. 3.3.2 for model description). Despite their different approaches, both calculations are
found to reproduce the jet suppression. However, YaJEM exhibits a slightly steeper increase
with jet pT.

The RAA of jets measured by ALICE [248] is compared with the RAA reported by ATLAS
for R = 0.4 [249] in Fig. 12.6. The results are consistent when ATLAS RAA is scaled by the
ratio of yields with different resolution parameters in different pT, jet intervals [493]. The CMS
Collaboration has also recently reported the similar suppression of jets in Pb–Pb collisions at√

sNN = 2.76 TeV [250].
For comparison, the preliminary results on RAA for charged jets measured by ALICE at√
sNN = 5.02 TeV are shown. Two alternative approaches to determine pp reference spectra

at
√

sNN = 5.02 TeV were applied. The first reference is based on pp data measured at the
same collision energy, while the second is based on the scaling of the charged jet spectrum
measured by ALICE in pp collisions at

√
s = 7 TeV [406] with factors from NLO pQCD

calculations (POWHEG + PYTHIA8), as discussed in the previous section. The suppression
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Fig. 12.6 Comparison of RAA for jets measured by ALICE [248] and ATLAS [249] at
√

sNN =
2.76 TeV and for charged jet measured by ALICE at

√
sNN = 5.02 TeV (preliminary results). The

RAA of charged jets is determined using pp reference based on data and POWHEG simulations at the
same collision energy. The normalization uncertainties (∼ 4%) are not shown.

for charged and full jets measured by ALICE is similar at the two collision energies, and is
consistent with results reported for the charged particles.

The production of jets associated to bottom quarks measured for the first time in Pb–Pb col-
lisions at

√
sNN = 2.76 TeV has been reported by CMS [497]. The jet spectra were measured

for the 0–10%, 10–30%, 30–50% and 50-100% centrality classes, in the transverse momen-
tum range 80 < pT < 250 GeV/c and within pseudorapidity |η | < 2. The obtained nuclear
modification factors show a strong suppression of b-jet yields with respect to binary scaled
yields measured in pp collisions at the same energy. The yield is most suppressed in 0–10%
central collisions with RAA ≈ 0.4 for jets with 80 < pT < 110 GeV/c. This value of RAA is
similar to results observed for inclusive jets. Although a sizable fraction of b-tagged jets come
from gluon splitting, a large mass and/or color-factor dependence of parton energy loss can
be excluded for this pT range. A measurement of b-jet suppression at lower pT would help to
cross check a different suppression pattern observed for the non-prompt J/ψ and prompt D
mesons.



Chapter 13
Summary

This habilitation thesis summarizes the author’s work on characterization of the hot and dense
QCD matter produced in heavy-ion collisions at the LHC. The measurements have been per-
formed with ALICE detector, designed to explore the physics of the strongly interacting matter
at extreme density and temperature, where the formation of the quark-gluon plasma (QGP),
the state of deconfined quarks and gluons, is expected. The existence of the QGP and its
properties are key issues in QCD for the understanding of confinement and chiral symmetry
restoration. This is also relevant for the early stage of the Universe as we go backward in the
cosmic evolution, as well as in the understanding of the properties of the inner core of neutron
stars, the densest cosmic objects.

The properties of the QCD matter have been explored with high pT and/or high mass par-
ticles and jets (hard probes), which are well suited to study the hottest and densest phases of
the reaction. The production of hard probes in high-energy hadron-hadron or nucleus-nucleus
collisions can be computed from the underlying parton-parton hard processes using the QCD
factorization theorem. The details of production and propagation of these probes can be used
to explore the mechanism of parton energy loss and deconfinement in the medium. The parton
energy loss, referred to as jet quenching, is quantified with the nuclear modification factors,
which require the measurements of reference pT spectra in pp (QCD vacuum) and p–Pb (cold
nuclear matter) collisions. An ultimate goal is to determine the transport properties (q̂) of the
matter produced in the heavy-ion collisions at the LHC.

The heavy-ion measurements at RHIC, performed before the LHC era, have shown that the
matter produced in these collisions exhibits the properties of the strongly interacting, nearly
perfect liquid, which is often referred to as a strongly coupled quark-gluon plasma (sQGP).
This state of matter is almost opaque to traversing partons, leading to a marked reduction of
their energy and to the suppression of high-pT hadron production.

The measurements of low-pT particles in Pb–Pb collisions with ALICE at the LHC have
shown that the density of matter in such collisions can reach ∼ 14 GeV/fm3, which is about
factor of three higher than that at RHIC, and is much higher than the critical value from the
lattice QCD calculations, εc = 0.18–0.5 GeV/fm3. Moreover, the fireballs formed in Pb–Pb
collisions are larger and live longer (total lifetime ∼ 10 fm/c) as compared to those at RHIC.
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In addition, a strong collective expansion (flow) is observed at the LHC, with magnitude
10–30% larger than that at RHIC. Thus, the matter produced in Pb–Pb collisions at the LHC
has the properties of a nearly perfect liquid.

A set of crucial measurements of pT spectra in pp collisions at energies available at the
LHC have been performed by ALICE. It was verified, that the shape of the spectra at high-pT
and the their relative

√
s dependence are properly described by the NLO or FONLL pQCD

calculations. It allows us to construct pp reference spectra for measurements of nuclear mod-
ification factors based on the pQCD scaling approach, in the case when the pp measurements
at the p–Pb or Pb–Pb collision energy had not been available.

The nuclear modification factors RpPb and QpPb measured in p–Pb collisions are impor-
tant to verify whether the cold nuclear matter effects such as gluon saturation or Cronin
effect influence on particle production at high pT. The obtained results clearly indicate a
small magnitude of these effects at the LHC. The nuclear modification factors determined
in minimum-bias (RpPb) and in centrality selected (QpPb) p–Pb collisions are consistent with
unity for pT & 6 GeV/c, for all studied light- and heavy-flavor hadrons and jets. For the re-
gion of several tens of GeV, binary collision scaling was experimentally confirmed in Pb–Pb
collisions at the LHC by the measurements of electroweak bosons or direct photons, which
are not affected by strong interactions with the QCD matter. The presented measurements in
p–Pb collisions extends this important experimental verification down to the GeV scale and
to hadronic observables. The nuclear modification factors measured in p–Pb collisions are
important to constrain models including cold nuclear matter effects. In general, the saturation
(Color Glass Condensate) models as well as pQCD-based calculations with cold nuclear mat-
ter effects, are consistent with the data. Unfortunately, the current precision of calculations
and data do not allow to differentiate between models.

The measurements of nuclear modification factors RAA of light- and heavy-flavor hadrons
and jets in Pb–Pb collisions at the LHC have been performed to quantify the nuclear ef-
fects on the particle production in the hot and dense QCD matter. The results obtained
for single hadrons show only moderate suppression (RAA ≈ 0.7), and a weak pT depen-
dence in peripheral collisions. Towards more central collisions, a pronounced minimum at
pT = 6–7 GeV/c develops, with the largest suppression (RAA ≈ 0.13) seen in the central col-
lisions. For pT > 7 GeV/c, there is a significant rise of the RAA that becomes gradually less
steep with increasing pT, and RAA reaches about 0.4 above pT = 30 GeV/c. The RCP and RAA
values measured for jets confirm results obtained for single hadrons.

A similar suppression at high pT (& 10 GeV/c) is seen for the light-flavor hadrons (pions,
kaons, protons) and prompt D mesons, which might indicate a weak quark mass dependence of
the parton energy loss at the LHC. It is supported by the b-jet and g/q-jet measurements show-
ing the same suppression. However, at the same time a weaker suppression of non-prompt
J/ψ (from B meson decays) is observed as compared to other hadrons. In order to resolve this
issue, precision measurements of heavy-flavor hadrons and jets in the extended pT range are
required.
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The identified particle ratios (kaons-to-pions and protons-to-pions) determined at high pT
are collision energy and system independent. Taking into account that they also yield the same
RAA, one can conclude that the high-pT fragmentation functions of light quarks and gluons
are not affected by the medium. It is also confirmed by the measurements of fragmentation
functions for jets in pp and Pb–Pb collisions at the LHC.

The interpretation of the different suppression pattern of light- and heavy-flavor hadrons at
low momenta (pT < 8 GeV/c) observed in Pb–Pb collisions is problematic, because several
effects can influence on the shape of the RAA. The initial-state effects, different suppression
and fragmentation patterns of gluons with respect to those of heavy quarks, soft production
processes, radial flow and hadronization via recombination could affect D-meson and light-
hadron yields differently at a given pT. In order to resolve the issue of the color-charge and
mass dependence of energy loss in the QGP more theoretical studies and precision measure-
ments of charm and beauty production are required. However, the presented measurements
already provide significant constraints for model calculations of interactions of gluons and
quarks with the high-density QCD medium.

The similar suppression is observed when RHIC and LHC results are compared as a func-
tion of dNch/dη . Larger values of suppression than at RHIC are observed in central collisions
at the LHC, where the dNch/dη exceeds that of the most central collisions at RHIC. It should
be noted that the suppression at a given centrality interval results from the interplay between
the parton spectrum, medium density, and gluon-to-quark ratio, all of them exhibit a signif-
icant energy dependence. Therefore, the model studies are needed to evaluate their relative
ratios.

The pQCD-based models including collisional and radiative parton energy loss describe the
main features of the data at high pT. The heavy-quark transport models with collisional and
radiative energy loss, the nuclear PDFs, and scattering of D mesons in the hadronic phase, give
reasonably good description of the prompt D-meson RAA. However, all of the considered mod-
els fail to describe simultaneously RAA and elliptic flow v2 of light- and heavy-flavor hadrons,
originating from the same underlying processes. Therefore, the measurements provide signifi-
cant constraints for the understanding of the interaction of partons with the high-density QCD
medium, especially at low and intermediate pT, where the RAA is the result of a more complex
interplay among several effects. The improvements to theoretical calculations of the jet trans-
port parameter with both perturbative and non-perturbative approaches are required to reduce
modeling uncertainties in jet quenching studies within the wide energy and temperature range
accessible at RHIC and at the LHC.

In summary, the results obtained by the author are important contribution in the study of the
quark-gluon plasma, in the unique energy regime available at the LHC. A strong suppression
of single particle and jet production at high-pT is observed in Pb–Pb collisions as compared
to the scaled production in p+p collisions. The measurements in p–Pb collisions show that
modification of parton distribution function in nuclei (in the initial state) do not influence
on the particle production at high pT, in the measured kinematic range. Therefore, one can
conclude that the state of matter produced in heavy-ion collisions at the LHC has properties
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of the strongly coupled quark-gluon plasma (sQGP), which is almost opaque to traversing
partons. The precision achieved in the measurements of single-particle and jet spectra already
allow to verify parton energy loss models, and determination of transport properties of the
plasma. The obtained results can be also used to constrain models of particle production at
low pT, where the radial flow and particle production mechanisms via recombination play an
important role.
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[142] C. Lefèvre. The CERN accelerator complex. Technical Report CERN-DI-0812015,
CERN, 2008.

[143] L Batev et al. Definition of the ALICE Coordinate System and Basic Rules for Sub-
detector Components Numbering. Technical Report ALICE-INT-2003-038, CERN,
2003.

[144] B. B. Abelev et al. Performance of the ALICE experiment at the CERN LHC. Int. J.
Mod. Phys., A29:1430044, 2014.

[145] G. Dellacasa et al. ALICE Technical Design Report of the Inner Tracking System (ITS).
Technical Report CERN-LHCC-99-012, CERN, 1999.

[146] G. Dellacasa et al. ALICE Technical Design Report of the Time Projection Chamber.
Technical Report CERN-LHCC-2000-001, CERN, 2000.

[147] J. Alme et al. The ALICE TPC, a large 3-dimensional tracking device with fast readout
for ultra-high multiplicity events. Nucl. Instrum. Methods A, 622:316–367, 2010.

[148] P. Cortese et al. ALICE Technical Design Report of the Transition Radiation Detector.
Technical Report CERN-LHCC-2001-021, CERN, 1997.

[149] S. Acharya et al. The ALICE Transition Radiation Detector: Construction, operation,
and performance. Nucl. Instrum. Meth., A881:88, 2017.

[150] G. Dellacasa et al. ALICE Technical Design Report of the Time of Flight System
(TOF). Technical Report CERN-LHCC-2000-012, CERN, 2000.

[151] P. Cortese et al. ALICE Addendum to the Technical Design Report of the Time of
Flight System (TOF). Technical Report CERN-LHCC-2002-016, CERN, 2002.



References 203

[152] G. Dellacasa et al. ALICE Technical Design Report of the Photon Spectrometer
(PHOS). Technical Report CERN-LHCC-99-004, CERN, 1999.

[153] D. V. Aleksandrov et al. A high resolution electromagnetic calorimeter based on lead-
tungstate crystals. Nucl. Instrum. Meth., A550:169–184, 2005.

[154] P. Cortese et al. ALICE Electromagnetic Calorimeter Technical Design Report. Tech-
nical Report CERN-LHCC-2008-014, CERN, 2008.

[155] U. Abeysekara et al. ALICE EMCal Physics Performance Report. arXiv:1008.0413
[physics.ins-det], 2010.

[156] J. Allen et al. ALICE DCal: An Addendum to the EMCal Technical Design Report
Di-Jet and Hadron-Jet correlation measurements in ALICE. Technical Report CERN-
LHCC-2010-011, CERN, Jun 2010.

[157] M. Yu. Bogolyubsky et al. Charged Particle Veto Detector with Open Geometry for the
PHOS Spectrometer. Technical Report CERN-ALICE-INT-2000-21, CERN, Geneva,
2000.

[158] S. Evdokimov et al. The ALICE CPV Detector. In Proceedings, 3rd International Con-
ference on Particle Physics and Astrophysics (ICPPA 2017): Moscow, Russia, October
2-5, 2017, volume 3, pages 260–267, 2018.

[159] S. Beole et al. ALICE high-momentum particle identification: Technical Design Report.
Technical Report CERN-LHCC-98-019, CERN, 1998.

[160] G. Dellacasa et al. ALICE technical design report of the dimuon forward spectrometer.
Technical Report CERN-LHCC-99-22, CERN, 1999.

[161] G. Dellacasa et al. ALICE dimuon forward spectrometer : addendum to the Technical
Design Report. Technical Report CERN-LHCC-2000-046, CERN, 2000.

[162] P. Cortese et al. ALICE Technical Design Report on Forward Detectors: FMD, T0 and
V0. Technical Report CERN-LHCC-2004-025, CERN, 2004.

[163] E. Abbas et al. Performance of the ALICE VZERO system. JINST, 8:P10016, 2013.
[164] G. Dellacasa et al. ALICE technical design report of the zero degree calorimeter (ZDC).

Technical Report CERN-LHCC-99-05, CERN, 1999.
[165] A. Villatoro Tello. AD, the ALICE diffractive detector. In Proceedings, 9th Interna-

tional Workshop on Diffraction in High Energy Physics (Diffraction 2016): Santa Tecla
di Acireale, Catania, Italy, September 2-8, 2016, volume 1819, page 040020, 2017.

[166] G. Dellacasa et al. ALICE Technical Design Report of the Photon Multiplicity Detector
(PMD). Technical Report CERN-LHCC-99-032, CERN, 1999.

[167] P. Cortese et al. ALICE Addendum to the Technical Design Report of the Photon
Multiplicity Detector (PMD). Technical Report CERN-LHCC-2003-038, CERN, 2003.

[168] P. Billoir. Track fitting with multiple scattering: A new method. Nucl. Instrum. Methods,
A225:352–366, 1984.

[169] M. Ivanov et al. Track reconstruction in high density environment. Nucl. Instrum.
Meth., A566:70–74, 2006.

[170] L. Aphecetche et al. Numerical Simulations and and Offline Reconstruction of the
Muon Spectrometer of ALICE. Technical Report ALICE-INT-2009-044, CERN, 2009.



204 References

[171] E. Bruna et al. Vertex reconstruction for proton-proton collisions in ALICE. Technical
Report ALICE-INT-2009-018, CERN, 2009.

[172] S. Bufalino. Performance of ALICE Silicon Tracking Detectors. In Proceedings, 21st
International Workshop on Vertex Detectors (Vertex 2012): Jeju, Korea, September 16-
21, 2012, volume Vertex2012, page 048, 2013.

[173] Ch. W. Fabjan et al. ALICE trigger data-acquisition high-level trigger and control
system: Technical Design Report. Technical Report CERN-LHCC-2003-062, CERN,
2004.

[174] R. J. Glauber. in Lectures in Theoretical Physics. ed. W. E. Brittin, L. G. Dunham,
Interscience, New York, 1959.
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[184] T. Sjöstrand, S. Mrenna, and P. Z. Skands. A Brief Introduction to PYTHIA 8.1. Com-
put. Phys. Commun., 178:852–867, 2008.
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